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INTRODUCTION

This is the fourteenth annual report summarizing the research activities on speech per-
ception, analysis, synthesis, and recognition carried out in the Speech Research Laboratory,
Department of Psychology, Indiana University in Bloomington. As with previous reports,
our main goal has been to summarize various research activities over the past year and make
them readily available to granting agencies, sponsors and interested colleagues in the field.
Some of the papers contained in this report are extended manuscripts that have been pre-
pared for formal publication as journal articles or book chapters. Other papers are simply
short reports of reszarch presented at professional meetings during the past year or brief
summaries of “on-going” research projects in the laboratory. From time to time, we also
have included new information on instrumentation and software support when we think this
information would be of interest or help to others. We have found the sharing of this infor-
mation to be very useful in facilitating our own research.

We are distributing reports of our research activities because of the ever increasing lag
in journal publications and the resulting delay in the dissemination of new information and
research findings in the field of speech processing. We are, of course, very interested in
following the work of other colleagues who are carrying out research on speeck perception,
production, analysis, synthesis, and recognition and, therefore, we would be grateful if vou
would send us copies of your own recent reprints, preprints and progress reports as they
become available so that we can keep up with your latest findings. Please address all corre-
spondence to:

Professor David B. Pisoni

Speech Research Laboratory
Department of Psychclogy

Indiana University

Bloomington, Indiana 47405

USA

(812) 855-1155, 855-1768

E-mail (BITNET) "PISONI@IUBACS”

Copies of this report are being rent p-imarily to libraries and specific research institutions
rather than individual scientists. Because of the rising costs of publication and printing, it
is not possible to provide multiple copies of this report to people at the same institution
or issue copies to individuals. We are eager to enter into exchange agreements with other
institutions for their reports and publications. Please write to the above address.

The information contained in the report is freely available to the public and is not re-
stricted in any way. The views expressed in these research reports are those of the individual
authors and do not reflect the opinions of the granting agencies or sponsors of the specific
research.
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Indiana University

Retroactive Influence of Syllable Neighborhoods !

Jan Charles-Luce,2 Paul A. Luce,® and Michael S. Cluff

Speech Research Laboratory
Department of Psychology
Indiana University
Bloomington, IN /7405

'This is a draft of a paper presented at the workshop on “Cognitive Models of Speech Perception: Psv-
cholinguistic and Computational Perspectives” in Sperlonga, Italy, May, 1988. This research was supported
by NIH Resea-ch Grant NS-12179-12 and NIH Training Grant NS-07134-10 to Indiana University in Bloom-
ington, IN.

?Jan Charles-Luce is now with the Department of Communicative Disorders and Sciences, State University
of New York at Buffalo.

3Paul Luce is now with the Department of Psychology, State University of New York at Buffalo.
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Retroactive Influence of Syllable Neighborhoods

The issue addressed by Richard Shillcock and Anne Cutler (this volume) is how words, in
the absence of reliable phonetic cues to word boundaries, are accessed in continuous speech.
In part, both Shillcock and Cutler showed effects of non-word-initial syllables on lexical ac.
cess. Shillcock demonstrated that lexical hypotheses are initiated for non-initial syllables in
monomorphemic bisyllabic words. In a cross-modal priming task, he found that subjects’
lexical decision times were faster when the visual probe was semantically related, versus
semantically unrelated, to the second syllable. For example, when presented trombone au-
ditorily, subjects were faster to respond when the visual probe was rib than when it was
bun. Shillcock suggests that the second syllable of trombone produced an independent lex-
ical hypothesis that primed rib, apparently before the two syliables were integrated into a
single word unit. Shillcock argues that these results are not consistent with theories advocat-
ing sequential, deterministic parsing of the speech signal into words. Non-initial (stressed)
syllables may initiate independent lexical hypotheses even though initial syllables may be
unresolved (e.g., trom-).

Furthermore, lexical access may not always operate in a strictly left-to-right manner, and
information carried in non-initial syllables may be important in helping to resolve preceding
syllables. Cutler demonstrates that detecting ihe word mint embedded as the first syllable of
a bisyllabic nonword takes longer in a Strong-Strong sequence (e.g., mintayf [mIntef]) than in
a Strong-\Weak sequence (e.g., mintef [mIntaf]). Cutler (Cutler & Norris, 1988) argues that
in the Strong-Strong sequence (mintay{), lexical access is initiated twice~once for each strong
syllable. Informe*ion from the end of the first svllable may be initially segmented as belong-
ing to the second syllable. As a result, mintayf is initially segmented as min-tayf. When no
word is found corresponding to the input of the second syllable, the listener must “reassern-
ble” the missegmented speech signal to access the word mint. Consequently, detection times
for mint are slowed in the Strong-Strong sequence as compared to the Strong-\Veak sequence,
where the initial segmentation is mint-ef. According to Cutler’'s model, weak syllables do
not initiate segmentation. Missegmentation does not occur and. hence, no competition for
[ -t- | between syllables occurs in mintef. Thus, when the bisyllabic word is Strong-\Weak,
only one lexical hypothesis is initiated because there is only one strong syllable. The mintayv{
vs. mintef results show that non-initial syllabic contexts may affect resolution of preceding
ambiguous syllables in lexical access. Strict left-to-nght models of word recognition are not
sufficient when missegmentation occurs and can only be successful if they allow some sort of
principled “backtracking” during hypothesis matching.

Thus, both Shillcock’s and Cutler’s findings, in part. suggest that lexical access may
not always be successful if it is a strictly sequential and determimstic process. Moreover,
there is some evidence that non-initial syllabic context may be significant in the resolution
of a first syllable. However, retroactive resolution may depend not only >n such factors as
strong versus weak syllables, but also on the neighborhood structure of the individual syl-
lables. To demonstrate this point. consider the results from a perceptual identification task



investigating spliced and natural spondees (Cluff & Luce, 1988). A spondee is a bisyllabic,
bimorphemic word composed of two monosyllabic. monomorphemic words. In English, spon.
dees are compound words coinposed of varying parts of speech. for example adjective + noun
(lighthouse), :.oun + noun (fencepost), or verb + verb (hearsay). Note that spondees, while
generally receiving primary stress on the first syllable, are metrically composed of two strong
syllables. The second syllable is never phenetically reduced and. therefore, is never a weak
syllable. Cluff and Luce (1988) found that the identification of an initial syllable occurring in
a high density, high frequency neighborhood can be facilitated by a second syllable cccurring
in a low density, low frequency neighborhood.

Research by Luce (1986; see also Luce, Pisoni, & Goldinger, this volume) has shown
that identification of monosyllabic words is afected by stimulus word frequency, neighbor-
hood density, and neizhborthood frequency. Neighborhcod density is defined as the number
of words that are phonetically similar to the target-word. Thus. words may be in dense
neighborhoods with many phonetically similar words or in sparse neighborhoods with few
phonetically similar words. Neighborhood frequency refers to the frequency of the words
within the neighborhood. \Words may be in a neighborhood with high frequency neighbors
or in a neighborhood with low frequency neighbors. In a perceptual identification task, Luce
(1986) found that performance increased as stimulus word frequency increased and decreased
as neighborhood density and neighborhood frequency incr=ased. However, these results were
based only on CVC monosyllabic words. The purposz of the spondee investigation was to
extend the findings f: om the monosyllabic words to bisyllabic words. In particular. the pur.
pose was to determine how the neighborhood characteristics of each syllable of a spondee
affect lexical access.

As already mentioned, spond.es in general receive primary stress on the first syllable.
However, in the first set of results discussed below, stress was controlled for by digitally splic-
ing together monosyllabic words that correspond with the tw» syllables of naturally occurring
spondees. For example, for the spondee lighthouse, light and house were first recorded as
individual words and theuw digitally spliced together using a waveform editor. These stimuli
will be referred to as spliced spondees. The initial intent, then, was to determine the effects
of neighborhoods on syllables while controlling for possible stress differences across syllables.

To gauge the effects of neighborhood density and neighborhood frequency. four sets of
spliced spondces were created by manipulating independently the neighborhoods of each
monosyllable of the spondees. A monosyllable was either “hard” or “easy.” “Easy” signifies
that the monosvliable is a high frequency word in a low-density, low-frequency neighbor-
hood. “Hard” signifies that the monosyllable is a low frequency word in a high-density,
high-frequency neighborhood. Thus, a spondee may have one c{ four bisyllablic patte. ns:

EASY-EASY, EASY-HARD, HARD-EASY. or HARD-HARD. Examples of each of the four

paitern types are presented in Table [.
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Insert Table 1 about here

Thirty-six spondees for each pattern type were auditorily piesented with a background of
white noise at a signal-to-noise ratio of +5 dB. The subjects’ task was to type the spondee
they thought they heard.

Figure 1 shows the percent correct identification from the spliced spondee condition.
Each bar represents the mean percent correct averaged across first and second svllables for
each pattern type.

Insert Figuze 1 about here

Results of percent correct ideniification showed that subjects were best at identifving
easy-easy spondees and worst at identifying hard-hard spondees. Thus, performancs is best
when both svilables are in low-density, low-frequency neighborhoods. Performance is worst
when both syllables are in high-density, high-frequency neighborhoods. Furthermore, notice
that identification is better for the ha-d-easy spondees than for the easy-hard spondees, sug-
gesting differential effects of neighborhood structure on first and second syllables. In order
t> determine the locus of this asymmetry between hard-easy and easy-hari spondees. iden-
tification performance for the individuel syllables making up the spondees was examined.
These results are shown in Figure 2.

Insert Figure 2 about here

Looking first at the data for the second syllables, there was a systematic effect of neigh-
borhood structure. Easy second syllables are identified more accurately than hard second
syllables, regardless of the neighborhood structure of the first syllable. This was not the case,
however, for the firs¢ syllables Identification of easy first syllables drops when second sylla-
bles are hard compared to when second syllables are easy. On the other hand, identification
for hard first syllables improves wher: second syllables are easy relative to when they are hard.

The results from the spliced spondees suggest that there is some :etroactive infuence
from the second to the first syllable in identification performance Most interesting, an easy
second syllable appears to help identification of a hard first syllable. This suggests that a
svllable in a low-density, low-frequen: y neighborhood helps resolve preceding ambiguity of a

—
*n{



Table 1. Examples of spondee patterns.

EASY-EASY: jigsaw

EASY-HARD: causeway

HARD-EASY: bucksaw

HARD-HARD: hearsay
P2



Percent
Correct

Spliced Spondee ID

70.88

-

Basy~Sard Rerd-Sesy
Syllable Structure

Figure 1. Perccnt correct identification for spliced spondees.



Spliced Spondees
Results by Syllable

84.14 s2.82
T7.18

B Syllable 1
O Syllable 2

Percent Correct

Basy-Sard Nerd-Resy
Syllable Structure

Figure 2. Percent correct identification for the individual syllables in the spliced spondee
condition.
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svllable in a high-density, high-frequency neighborhood.

Recall that stress was controlled in the spliced spondees—each syllable of the spondee was
produced as a single word and these words then were spliced together digitally to construct
the spondee. The next two figures show the results for the naturally produced spondees. The
same four patterns and the same 36 spondees in each pattern type were used. Thus, nat-

urally produced EASY-EASY, EASY-HARD, HARD-EASY, and HARD-HARD spondees

were presented for identification. The task was identical to the spliced spondee condition.

The results for the naturally produced spondees are presented in Figure 3. Percent cor-
rect identification averaged across first and second syllables are given for each pattern type.

Insert Figure 3 about here

The results from the naturally produced spondees replicate the patterns of results from
the spliced spondee condition. When boih syllables are in low-density, low-frequency (easy)
neighborhoods. identification is better than when bath syvllables are in high-density, high-
frequency (hard) neighborhoods. Also, identification is better when the second syllable is
easy compared to when it is hard.

Although the pattern of results is consistent with the spliced condition, overall identifica-
tion for the natural spondees is somewhat attenuated from the spliced spondees. The overall
decrement in performance is due entirely to the second syllable. Percent correct is virtually
identical for the first syllables for both the spliced and natural spondee conditions. This
attenuation may be due to the fact that the second syllable does not carry primary stress.
One consequence of this might be that the second syllable is less stressed and. therefore.
somewhat shorter in duration in the natural condition than the spliced condition, where the
second syllable was produced as an isolated word. However. measurements of each syl'ible
showed that the mean duration of the second syllable is not shorter than the first sylla-
ble. irrespective of the syllable neighborhoods. Therefore, some other acoustic parameter
associated with the production of the second syllables musi explain the attentuation in per-
formance (e.g., less clearly articulated overall, greater diphthongization, lower amplitude or
pitch, among others).

Nonetheless, the results from the natural spondees again show that the neighborhoods
of the first syllables have little affect on the identification of the second syllables. Figure 4
shows percent correct identification for the individual syllables of each pattern type for the
natural spondee condition.

11
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Natural Spondee ID
‘“.F

04 77.21 75.74

Percent
Correct

Sesy-esy Beoy-Nard Berd—Seay
Syllable Structure

Figure 3. Percent correct identification for natural spondees.

i
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Insert Figure 4 about here

Second syllables in low-density, low-frequency (easy) neighborhoods are identified more
accurately than second syllables in high-density, high-frequency (hard) neighborhoods, re-
gardless of the neighborhoods of the first syllables. Furthermore, and agair. similar to the
spliced spondees, identification is better for the hard-easy spondees than for the easy-hard
spondees, reflecting the asymmetrical effects of neighborhood structure on first and se. »nd
svllables. In particular, note that identification increases for a hard first syllable when the
second syvllable is easy.

To summarize the spondee data, there appears to be differential effects of neighbor-
hood structure on first and second syllables. An asymmetry in identification performance
was found between hard-easy spondees and easy-hard spondees, regardless of the splicing.
In general, spondees represent a Strong-Strong metrical syllable structure because of their
primary-secondury stress pattern and not a primary-reduced stress pattern. The second svl-
lable never completely reduces such that the vowel quality is schwa (3). Assuming Cutler’s
model of lexical access (that is, strong syllables initiate lexical hypotheses), we suggest lexical
hypotheses are initiated independently for each syllable of the spondee (see Cutler & Carter,
1987. also Grosjean & Gee, 1987). Thus. not only is there competition among neighbors
for individual syllables of spondees, but there appears to be some retroactive effects from
the easy second syllable to facilitate access of the hard first syllable from among its neighbors.

Therefore, overall success of accessing a polysyllabic word may depend upon the com.
position of the word in terms of neighborhood characteristics of each syllable. Obviously,
however, not all syllables will Le complete words in and of themselves, as are the syllables
composing a spondee. Nonetheless. it is not unreasonable to hypothesize that for such hisvl-
labic, monomorphemic words like trombone that two lexical hypotheses (one for each of the
strong syllables) are initiated. This again follows from the evidence suggesting that strong
syllables bootstrap lexical access.

Furthermore, the neighborhoods activated by each strong syllable may interact in such a
way as to facilitate the correction of erroneous lexical hypotheses. For example, in trombone
the two independent lexical hypotheses initiated by each strong syllable, trorn- and -bone.
must be resolved at some point to access the single word unit trombone (see Shillcock, this
volume). Depending upon the neighborhoods activated by each syllable, lexical access of
a bisyllabic word may be facilitated retroactively if the second syllable is in a low-density,
low-frequency neighborhood. Access may not be facilitated if tne second svllable is in a
high-density, high-frequency neighborhood.

With regard to Shillcock’s pseudo-prefixed words, the initial syllable is phonetically re-
duced and therefore a weak syllable. These words are "pseudo”-prefixed because. although

13
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Natural Spondees
100 + Results by Syllable

83.01 4, o2

..‘.; 7498 14.27

S @ Syllable 1
3 O Syllable 2
4

®

[« 9

s

Rovy—SBaerd Hard~
Syllable Structure

Easy-Easy

Figure 4. Percent correct identification for the individual syllables in the natural spondee
condition.
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the initial syllables are productive prefixes in English, the non-initial stressed syllables are
not morphemes. That is, -port in report and -scend in descend du not constitute independent
units of mexning in English, whereas -type in retvpe does. More to the point, according to
Cutler’s model, the weak initial syllables (prefixes) should not initiate lexical hypotheses or
even segmentation. Although it is less clear at this time, it is possibie to conjecture that the
second syllable may act retroactively to help resolve whethe: the preceding phonetic informa-
tion is included with the second syllable or whether it stands alone as a function word (e.g.,
a in avojd versus a vojd). Thus, although prefixes do not seem to initiate lexical hypotheses,
non-initial stressed syllables may help to integrate the preceding syllable information in a
retroact.ve manner.

However, Shillcock presents results suggesting that the system interprets syllabic informa-
tion differently depending upon the success of obtaining semantic information. For example,
-bone in the monomorphemic trombone primed rib, but -port in the pseudo-prefixed report
did not prime wine. Shillcock argues that priming occurred in the former case because the
second syllables in low-density, low-frequency neighborhoods act retroactively to facilitate
integration of preceding syllabic information may be contingent upon the syllable also having
morphemic status. Stated otherwise, retroactive integration of syllables may depend upon
initial lexical hypotheses activating words (i.e., meaningful units) in the lexicon and therefore
all linguistic information associated with them.

In conclusion. the findings from Shillcock. Cutler, and the spondee data suggest that non-
word-initial strong syllables activate lexical hypotheses. Moreover, the spondee data suggest
that .on-initial syllables retroactively may influence the integration of preceding syllabic
information. Specifically, when non-initial syllables are in low-frequency, low-density neigh-
borhoods. they facilitate identification of initial syllables in high-frequency, high-density
neighborhoods. As Shillcock and Cutler note for their own results. strict sequential models
of lexical access cannot account for all aspects of lexical access in continuous speech. With
regard to the spondee data, such models cannot account for the evidence showing retroactive
influence of non-word-initial syllables in low-density. low-frequency neighborhoods helping
to resolve initial syllables in h gh-density, high-frequency neighborhoods.



References

Cluff, M. S. & Luce, P. A. (1988). Neighborhoods of spondees in spoken word recognition.
(In preparation.)

C.itler, A. (in press). In G. Altmann (Ed.), Cognitive models of speech perception: Psycholin-
guistic and computational perspectives. Cambridge, MA: MIT Press.

Cutler, A. & Carter, D. M. (1987). The predominance of strong initial syllables in the English
vocabulary. Computer Speech and Language, 2, 133-142.

Cutler, A. & Norris, D. G. (1988). The role of strong syllables in segmentation for lexical ac-
cess. Journal of Ezperimental Psychology: Human Perception and Performance, 14, 113-121.

Grosjean, F. & Gee, J. (1987). Prosodic structure and spoken word recognition. Cognition,
25, 135-155.

Luce, P. A. (1986). Neighborhoods of words in the mental lexicon. Research on speech per-
ception technical report no. 6. Bloomington, IN: Indiana University.

Luce, P. A, Pisoni, D. B., & Goldinger, S. D. (in press). Similarity neighborhoods in spoken
words. In G. Altmann (Ed.), Cognitive models of speech perception: Psycholinguistic and
computationel perspectives. Cambridge, MA: MIT Press.

Shillcock, R. C. (in press). Lexical hypotheses in continuous speech. In G. Altmann (Ed.), Cog-

nitive models of speech perception: Psycholinguistic and computational perspectives. Cam-

bridge, MA: MIT Press.

16



RESEARCH ON SPEECH PERCEPTION
Progress Report No. 14 (1988)

Indiana University

Priming Lexical Neighbors of Spoken Words: Effects of Competition
and Inhibition!

Stephen D. Goldinger, Paul A. Luce,? and David B. Pisoni

Speech Research Laboratory
Department of Psychology
Indiana University
Bloomington, IN 47405

1This research was supported by NIH Research Grant NS-12179-12 to Indiana University in Bloomington,
IN. We thank Jan Charles-Luce and Michael Cluff for their assistance in evaluating the stimuli, Richard
Shiffrin, Gabriel Frommer, Denise Beike, Edward Shoben and two anonymous reviewers for comments and
suggestions, and Michael Dedina for his technical advice.

?Paul Luce is now with the Department of Psychology, State University of New York at Buffalo.



Abstract : ‘

Two experiments employing an auditory priming paradigm were conducted to test
predictions of the Neighborhood Activation Model ~* spoken word recognition (Luce
& Pisoni, in press). Acoustic-phonetic similurity, neighborhood densities, and frequen-
cies of prime and target words were manipulated. In Experiment 1, priming with low
frequency, phonetically related spoken words inhibited target recognition, as predicted
by the Neighborhood Activation Model. In Experiment 2, the same prime-target pairs
were presented with a longer inter-stimulus interval and the effects of priming were
eliminated. In both experiments, predictions derived from the Neighborhood Acti-
vation Model regarding the effects of neighborhood density and word frequency were
supported. The results are discussed in terms of competing activation of lexical neigh-
bors and the dissociation of activation and frequency in spoken word recognition.
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Priming Lexical Neighbors of Spoken Words:
Effects of Competition and Inhibition

A fundamental problem in research on spoken word recognition concerns the processes by
which stimulus information in the speech waveform is mapped onto lexical representations
in long-term memory. Clearly, given the enormous size of the adult mental lexicen, isolating
the sound pattern of one word from among tens of thousands of others in memory is no
trivial matter for the listener. Nevertheless, word recognition normally appears to proceed
effortlessly and with few errors. Given that one of the primary tasks of the word recognition
system involves discrimination among lexical items, the study of the structural organization
of words in memory takes on considerable importance for research in word recognition. In
the present context, “structure” is defined specifically in terms of similarity relations among
the sound patterns of words.

In a series of recent experiments, Luce and Pisoni (1988) investigated the effects that the
number and nature of words activated in memory have on word recognition. Specifically,
they examined the recognition of words in different similarity neighborhoods. A similarity
neighborhood is defined as a collection of words that are phonetically similar to a given
stimulus word. Two key structural characteristics been used to describe similarity neighbor-
hoods. Neighborhood density refers ‘o the absolute number of words occrrring in any given
similarity neighborhood; neighborhood frequency refers to the frequencies of occurrence of
the neighbors.

In order to determine the effects of similarity neighborhood structure on spoken word
recognition, Luce and Pisoni performed experiments employing three paradigms: perceptual
identification, auditory lexical decision, and auditory word naming. In these studies, the
density and frequency characteristics of similarity neighborhoods were found to be impor-
tant determinants of the speed and accuracy of stimulus identification. In brief, the major
results of their study were the following:

First, words that came from sparse neighborhoods, that is, neighborhoods that contain
few other phonetically similar words, were recognized mote quickly and more accurately
than words that came from more dense neighborhoods. Second, words having primarily low
frequency neighbors were recognized more quickly and more accurately than words having
primarily high frequency neighbors. In addition to neighborhood frequency effects, Luce
and Pisoni also found word frequency eflects—high frequency words were identified better
than low frequency words. This was the case in both the perceptual identification and the
auditory lexical decision studies, but not in the auditory *.ord naming study. In the naming
experiment, reliable effects of neighborhood density as described above were observed, but
the effects of both neighborhood frequency and item frequency were largely attenuated.

To account for these findings, Luce and Pisoni (1988) have proposed the Neighborhood
Activation Model (NAM) of spoken word recognition. A flow chart of NAM is shown in
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Figure 1. The model states that upon presentation of stimulus input, a set of acoustic-
phonetic patterns i activated in memory. It 1s assumed that all patterns similar to the
input are activated regardless of whether they correspond to real words in the lexicon or
not. These acoustic-phonetic patterns then activate a system of word decision units tuned
to the patterns themselves. Only those acoustic-phonetic patterns corresponding to vords
in memory will active.e word decision units. Neighborhood activation is therefore assumed
to be identical to the activation of the word decision units.

Insert Figure 1 about here

A diagram of a single word decision unit is shown in Figure 2.

Insert Figure 2 about here

Once activated, these decision units monitor the activation levels of the acoustic-phonetic
patterns to which they correspond, as well as higher-l=vel lexical information. Word fre-
quency is included in the higher-level lexical information available to the decision units.
These units therefore serve as the interface between acoustic-phonetic information in the
speech waveform and higher-level lexical information in long-term memory. Acoustic-phonetic
information is assumed to drive the system by activating the word decision units whereas
higher-level lexical information is assumed to operate by biasing these decision units. These
biases operate by adjusting the activation levels represented within the word decision units.

The values computed by the word decision units for determining whether a particular
pattern has been presented are given by the Neighborhood Probability Rule, which has the
form:

SWP=*freg,

I =
p(1D) SW P * freq, + L7.,|[NW P; = freg;]

in which SW P is the probability of the stimulus word, fregq, is the frequency of the stimulus
word, N PW, is the probability of neighbor j, and freg; is the frequency of neighbor ;.
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Figure 1. Flow diagram of the Neighborhood Activation Model (from Luce, 1986).
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This rule, based on R.D. Luce’s (1959) choice rule, combines neighborhood density, neigh-
borhood frequency and stimulus word frequency to predict identification performance. The
probability of identifying a stimulus word, p(ID), is therefore equal to the probability of
the stimulus word divided by the probability of the word plus the combined probabilities
of its neighbors. Neighborhood density and neighborhood frequency are represented in the
denominator term of the rule as the summed weighted probabilities of all neighbors. (In the
present experiments, all values of “neighborhood density” for any given word actually refer to
the frequency-weighted neighborhood probability for the word (see Luce, 1986). Throughout
this paper, we will be using the general term “density” to denote this joint metric, and we
will not discuss neighborhood frequency as an explicit variable.) Frequency is represented
as a weighting function on the stimulus and neighbor probabilities, biasing decisions in favor
of higher frequency words.

As shown in Figure 2, each decision unit is responsible for monitoriug three sources of
information that are simultaneously accounted for by the neighborhood probability rule:
acoustic-phonetic pattern activation (SWP), higher-level lexical information (freq, and
freg;), and the overall level of activity in the system of units (the sum of the NPIV'’s).
As analysis of the stimulus input proceeds, the decision units continuously compute deci-
sion values via the neighborhood probability rule. As more information accumulates, the
acoustic-phonetic pattern corresponding to the stimulus input is resolved. As the pattern is
resolved, the activation levels ¢f similar patterns steadily decrease and the decision values
computed by the word decision unit monitoring the pattern of the actual stimulus steadily
increase. Once the output of a given decision unit reaches some criterion, all information
monitored by that decision unit 1s made available to working memory.

The neighborhood probability rule predicts reduced identification as a function of in-
creased neighborhood density, which is represented in the denominator term of the rule. In
terms of the on-line processing of the decision units, the presence of many similar neigh-
bors serves to prolong the amount of processing time necessary to resolve the given input
pattern. According to the model, frequency acts to bias decisions toward higher frequency
items. Thus, the presence of high frequency words in the neighborhood 1s predicted by the
rule to inhibit target identification. Note that NAM posits that activation in memory occurs
independently of item frequencies and that the effects of frequency are not realized until the
selection phase of the recognition process. Put another way, frequency 1s assumed to exert
its influences after initial activation and bcfore lexical access occurs. This claim regarding
the role of frequency in word recognition is contrary to the claims of several other influential
models of spoken word recognition, such as logogen theory (Mourton. 1969), Forster’s (1976)
search model, and Marslen-Wilson’s most recent version of cohort theory (1987).

Word recognition in NAM may be accomplished in a number of wayvs, depending on the

requirements of the task. In situations in which the stimulus input 1s degraded, word recog-
nition is accomplished by comparing the values computed by several word decision units
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and selecting ihe response corresponding to the highest value: When speeded responses are
required, it is assumed that the subject sets a criterion for responding that, once exceeded
by the output of a decision unit, results in the recognition of a word. Word recognition is
dedned explicitly as the choice of a particular pattern by the system of decision units.

One interesting prediction of NAM derives from the assumption of competition among
lexical neighbors. As the neighborhood probability rule shows, increasing the activation
level of a stimulus word’s neighborhood is predicted to lower the probability of identifying
the stimulus word itself. One means of experimentally manipulating the activation level of
a stimulus word’s neighborhood is to prime the stimulus word with one of its phonetically
related neighbors. The model predicts that if a target stimulus presented for identification is
immediately preceded by a phonetically related prime (a neighbor), residual activation from
the prime should produce increased competition from the neighborhood, and thereby inhibit
stimulus word identification. In terms of the neighborhood probability rule, priming with a
phonetically related word should increase the 3-[N PW; « freg;] term in the denominator of
th= rule and, therefore, reduce predicted identification performance for the target. In short,
the model predicts inhibition priming from phonetically similar words.

In order to test this prediction, prime-target pairs related only by phonetic similarity
were generated. In addition, as a baseline against which to evaluate predicted effects of inhi-
bition priming, phonetically unrelated prime-target pairs were also generated. Thus, primes
were either phonetically related or unrelated to the target words. None of the prime words
were semantically related to the target words. Examples of target-related prime-unrelated

prime sets are: VEER-BULL-GUM, PAR-TALL-BASE, and HASH-ETCH-LAME."

Phonetic similarity between primes and targets was determined from confusion matrices
for individual consonants and vowels obtained in a previous study (see Luce & Pisoni, 1988).
Based on these confusion matrices, primes were chosen that constituted the nearest neigh-
bors of the target words, with the constraint that the primes and targets shared no common
plionemes. The restriction against overlapping phonemes was imposed in order to prevent
subjects from generating response strategies based on repeated overlap between prime-target
pairs (for discussion, see Slowiaczek, Nusbaum & Pisoni, 1987). ?

I'The authors may be contacted for complete lists of the stimuli used.

2Phonetic similarities between primes and targets were computed by determining the values of SIU'P
and NW P in the neigbothood probability rule. The actual values of SW P and N WP in the neighborhood
probability rule were computed as follows: Individual confusion matrices for all initial and final consonants
and vowels were obtained under appropriate S/N ratios. The stimulus word probabilities (SW Ps) were
then computed by multiplicatively combining the probabilities of the initial consonants, vowels and final
consonants of the target stimulus words to render estimates of the SW Ps based on the confusion matrices.
For example, for the stimulus word /kot/ (“coat”), the stimulus word probability was computed as follows:
SW P(/kot/)= p(k|k)*p(oJo)*p(t|t). This product expresses the probability of the /k/ in /kot/ given that
/%/ was actually presented, the probability of /o, given /o/ was actually presented, and the probability of
/t/ given /t/ was actually presented. Using the confusion matrices in this manner, it was thus possible to
obtain an estimate of p(/kot/|/kot/). In this manner, SU Ps for all the target words were computed.
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In addition to the manipulation of prime type (related vs. unrelated), three other vari-
ables were examined: neighborhood density, prime frequency, and target frequency. Prime-
target pairs were selected from dense, high frequency neighborhoods or from sparse, low
frequency neighborhoods. Neighborhood density was manipulated, in part, to replicate pre-
vious work and, in part, to determine if the predicted inhibition priming would be influenced
by the structure of the neighborhoods from which the prime-target pairs were drawn.

The frequenci=s of the primes and targets were manipulated by orthogonally combining
two levels of prime frequency (high and low) with two levels of target frequency (high and
low). This manipulation was included as an important test of one aspect of NAM, namely,
the assumption that frequency affects decision processes and is not directly coded in the
activation levels of the word patterns. This assumption of the model directly follows from
the results of the auditory word naming experiment discussed above. In the naming study,
Luce and Pisoni found that while neighborhood density remained a powerful predictor of
performance, word frequency did not. Similarly, Balota and Chumbley (1984) showed that
word frequency effects may be greatly attenuated in certain experimental settings. Certainly,
if word frequency information were so deeply ingrained in the activation coding of words,
such effects should not be possible.

Assuming for the moment, however, that frequency directly modifies activation levels, one
could argue that high frequency primes should produce relatively more inhibition of target
recognition than low frequency primes, simply because high frequency primes should pro-
duce stronger competing activation levels in the neighborhood. However, this result is not
predicted by NAM. Because NAM states that frequency does not directly affect activation
levels, high frequency primes should not produce any more activation than low frequency
primes. Thus, NAM does not predict substantial inhibition of target recognition for targets
preceded by high frequency primes.

However, NAM does predict differential priming effects as a function of the frequency
of the prime. In fact, the model predicts, somewhat counter-intuitively, that low frequency
primes should produce more inhibition than high frequency primes. The rationale for this
prediction is as follows: All things being equal, NAM predicts that low frequency words
should be identified less quickly and less accurately than high frequency words. Recall that
this prediction is not based on the assumption that high frequercy words have higher rest-
ing activation levels, lower recognition thresholds, or steeper activation functions than low

In order to obtain estimates of the NW Ps, a similar procedure was emploved. For example, in order
to determine the NWP for /beet/ (“bat”) given presentation of the stimulus word /kot/, the confusion
matrices were once again consulted. However, in this instance, an estimate of p(/bat/|/kot/) was computed
by multiplicatively combining the p(blk), p(zo) and p(t|t). Thus, in the present study, those neighbors
having the highest values for NW P that had no phonemic overlap with the target items were selected as
primes.
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frequency words. Instead, the word frequency advantage is assumed to arise'because biased
decisions regarding the stimulus input can be made more quickly and accurately for high
frequency words. Therefore, activation levels for acoustic-phonetic patterns corresponding
to high and low frequency words are assumed to rise and fall at the same rates. However, it
is assumed that decisions in the word decision units can be made earlier for high frequency
words than for low frequency words. If this is the case, the word decision unit for a high
frequency word will surpass criterion for recognition sooner than a word decision unit for a
low frequency word. This means that, in turn, the activation of an acoustic-phonetic pat-
tern corresponding to a high frequency prime will begin to return to a resting-level sooner
than the activation of an acoustic-phonetic pattern corresponding to a low frequency prime.
Thus, target items following high frequency primes should receive less competition from the
residual activation of the prime than targets following low frequency primes.

In short, two main predictions were examined: First, it was predicted that phonetically
related primes would inhibit target identification because of increased neighborhood com-
petition. Second, it was predicted that, because frequency is assumed to affect decision
processes and not activation levels, low frequency primes would produce relatively more in-
hibition than high frequency primes. This prediction is in contrast to predictions of several
current models, discussed in detail below, that assume that frequency d'rectly affects acti-
vation levels.

Experiment 1A

Method

Subjects. Sixty Indiana University undergraduate students participated in partial fulfill-
ment of requirements of an introductory psychology course. All subjects were native speakers
of English and reported no history of a speech or hearing disorder at the time of testing.

Stimuli. Two-hundred and forty phonetically related prime-target pairs were selected
from a computerized lexical database based on Webster’s pocket dictionary (1967). In addi-
tion, unrelated primes were selected for each of the 240 targets, for a total of 720 words. The
related prime-target pairings were created by searching the database for each target’s nearest
neighbor with no common phonemes (see footnote 2). As stated above, degree of similarity
of a given prime to its target word was computed using confusion matrices for individual
consonants and vowels (see Luce, 1986, for & complete description). The unrelated primes
were selected by searching for words from neighborhoods that had the same density ~s their
prospective targets, but were not phonetically confusable with the targets. From the origi-
nal lists of words generated by these searches, the final 720 words selected were those which
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met the following constraints: (1) All targets and unrelated primes were three phonemes
in length; related primes were either two or three phonemes in length; (2) all words were
monosyllabic; (3) all words were listed in the Kuéera and Francis (1967) corpus; and (4) all
words had a ra:ed familiarity of 6.0 or above on a seven-point scale. These familiarity ratings
were obtained from a previous study by Nusbaum, Pisoni, and Davis (1984). In this study,
all words from Webster’s pocket dictionary were presented visually to subjects for familiarity
ratings. The rating scale ranged from (1) “don’t know the word” to (4) “recognize the word
but don’t know its meaning” to (7) “know the word and its meaning.” The rating criterion
of 6.0 and above was used to ensure that all prime and target words would be known by the
subjects.

After all constraints were satisfied, the sets of primes and targets were divided into eight
cells constructed by orthogonally combining two levels (high and low) of each of four vari-
ables: 1) prime-target relatedness, 2) neighborhood density, 3) prime frequency and 4) target
frequency. Once the prime-target pairs were assigned to their proper cells, the cell with the
fewest pairs contained 30 items. Prime-target pairs with the lowest estimated phonetic con-
fusability were removed from all other cells to leave 30 prime-target pairs in each of the eight
cells, representing a virtually exhaustive set of all possible stimuli for the purposes of this
experiment.

Once all the excess stimuli had been eliminated from the set of possible stimuli, the
frequencies of the remaining words were as as follows: Low frequency targets ranged in log
frequency from 1.4241 to 1.5378, with a mean log frequency of 1.4891; high frequency tar-
gets ranged in log frequency from 2.8204 to 3.1207, with a mean log frequency of 2.9057.
Low frequency related primes ranged in log frequency from 1.4365 to 1.5984 with a mean
log frequency of 1.5102; high frequency related primes ranged in log frequency from 2.6972
to 3.0346 with a mean log frequency of 2.9685. Low frequency unrelated primes ranged in
log frequency from 1.5012 to 1.8441, with a mean log frequency of 1.5990; high frequency
unrelated primes ranged in log frequency from 2.1025 to 2.9361, with a mean log frequency
of 2.6408.

Because every target item had two corresponding primes and no subject was to be pre-
sented the same target item twice, the stimuli were divided into two lists. Every subject
responded to all 240 targets, but the primes and control items varied. For a given group,
120 of the targets were primed by related primes, the other 120 targets by control primes.
The next group received the same targets paired with their primes in the reverse order. An
equal number of subjects were presented with each list.

The stimuli were recorded in a sound-attenuated booth by a male talker of a midwestern
dialect using an Ampex AG500 tape deck and an Electro-Voice D054 microphone. All words
were spoken in isolation. The stimuli were then low-pass filtered at 4.8 kHz and digitized at
a sampling rate of 10 kHz using a 12-bit analog-to-digital converter. All words were excised
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from the list using a digitally controlled speech waveform editor (WAV ES) on a PDP 11/34
computer (Luce and Carrell, 1981). The mean duration of the targets was 691.99 msec;
mean durations for the related and unrelated primes were 705.29 and 699.84 msec, respec-
tively. Finally, all words were paired with their appropriate counterparts and stored digitally
as stimulus files on a computer disk for later real-time presentation to subjects during the
experiment.

To ensure that all stimuli could be identified accurately, 10 additional subjects were asked
to identify all words in the absence of noise. Words which were not correctly identified by
at least 8 of 10 subjects were re-recorded and replaced with more intelligible tokens.

Design. Two levels of four variables were examined: (1) prime type (related vs. unre-
lated); (2) neighborhood density (high vs. low); (3) prime frequency (high vs. low); and (4)
target frequency (high vs. low). The dependent measure in all cases was the percentage of
target words correctly identified.

Procedure. Subjects were tested in groups of five or fewer. Each subject was seated in a
testing booth equipped with an ADM computer terminal and a pair of TDH-39 headphones.
The presentation of stimuli was controlled by a PDP 11/34 computer. All stimuhi were
presented in random order.

A typical trial proceeded as follows: A prompt would appear on the CRT screen saving,
“«GET READY FOR NEXT TRIAL.” Five hundred msec after this prompt appeared, a
prime was presented over headphones at 75 dB (SPL) in the clear. Immediately upon the
offset of the prime, 70 dB (SPL) of continuous white noise was presented. Fifty msec after
presentation of the noise, the target item was presented at 75 ¢B (SPL), yielding a +5 dB
signal-to-noise (S/N) ratio. The subjects’ task was to identify each target word and type
their responses on the ADM keyboard as accurately as possible following each trial. Subjecis
were under no time constraints to respond.

Each subject performed 280 trials, the first 40 of which were practice and were not 1n-
cluded in the final data analysis. There were equal numbers of trials in all 16 conditions,
so each subject identified a target from each condition 15 times. Across 60 subjects, this
procedure generated a total of 900 responses per condition.

Results

‘'he percentage of words correcily identified was determined for each subject. For a re-
sponse to be considered correct, the entire response had to match the target item exactly
or be a homophone (e.g., there, their). Responses were corrected for simple spelling errors
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prior to analysis. . : |

Figure 3 displays the results of the priming manipulation for all conditions. Light bars
indicate conditions for unrelated primes, dark bars show performance for related primes.
Mean percentage of correct target identification for high frequency targets is shown on the
left; performance for low frequency targets is shown on-the right. Performance for prime-
targei pairs selected from sparse neighborhoods is shown in the upper panel; performance
for prime-target pairs from dense neighborhoods is shown in the lJower panel.

Insert Figure 3 about here

A four-way anzlysis of variance (prime type X neighborhood density X prime frequency X
target frequency) was performed on the mean percentages of correct responses. A significant
main effect of prime type was obtained [F(1,59)=8.11, M 5,=.0146, p < .05]. (All results
reported are p < .05 or beyond, unless specifically stated otherwise). Post-hoc Tukey’s HSD
analyses indicated that targets following related primes were identified significantly less accu-
rately than targets following unrelated primes in three conditions. These conditions, denoted
by asterisks in Figure 3, are: (1) dense neighborhood/low frequency prime/high frequency
target; (2) sparse neighborhood/low frequency prime/high frequency target; and (3) sparse
neighborhood/low frequency prime/low frequency target. Thus, significant inhibition was
obtained only when targets were preceded by low frequency primes.

The effects of neighborhood structure and target frequency are shown in Figure 4. These
results are collapsed across prime type to better illustrate the effects of neighborhood density
and target frequency. Light bars indicate targets from sparse neighborhoods; dark bars indi-
cate targets from dense neighborhoods. Mean percentage of correct target identification for
high frequency targets is shown on the left, whereas performance for low frequency targets
is shown on the right.

Insert Figure 4 about here

A significant main effect of neighborhood density was obtained [F(1,59)=248.28, AJ S,
= .0161]. In all conditions, target words occurring in sparse neighborhoods were recognized
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Figure 3. Percent correct identification for high and low frequency target words as a function
of neighborhood density and prime frequency for related and unrelated primes. Light bars
show performance for neutral primes. dark bars show performance for related primes.
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more accurately than target words occurring in dense neighborhoods. A significant main ef-
fect of target frequency was also obtained [F(1,59)=164.00, MS5,=.0158]. In all conditions,
high frequency targets were recognized more accurately than low frequency targets. There
was no main effect of prime frequency [F(1,59)=2.35, M 5.=.0091, p=.1306].

The ANOVA based on subject performance showed several significant interactions. There
were interactions of neighborhood density X target frequency [F(1,59)=18.23, M S,=.0098],
of neighborhood density X prime frequency [F(1,59)=12.17, MS,=.0088], and »f target fre-
quency X prime frequency [F(1,59)=21.22, M S.=.0087].

In addition to the ANOVA performed on the data grouped by subjects, an item anal-
.sis was performed to make sure that the results were not caused by idiosyncratic stimuli
randomly assigned to certain cells in the design (Clark, 1973). This analysis was performed
even though we considered our stimuli an exhaustive set of all possible pairs conforming
to the constraints enumerated above. All the main effects obtained above were also ob-
tained in the item analysis. Main effects were obtained for prime type {F(1,232)=5.06,
M S,.=.0709], for neighborhood density [F(1,232)=12.14, M S5,=.1660], and for target fre-
quency [F=7.82, M S.=.1660]. No main effect of prime frequency was obtained in the item
analysis [F(1,232)=0.14, M S.=.1660, p=.7120] nor were any of the interactions obtained in
the ANOVA performed on the subject data significant in the item analysis.

The basic pattern of results from this experiment is clear. In three of eight experimental
conditions, priming with a phonetically related word significantly inhibited target recog-
nition. A strong trend toward inhibition was also observed in four of the five remaining
conditions. Furthermore, significant effects of neighborhood density and target frequency
were observed across all conditions. Words occurring in sparse neighborhoods were iden-
tified more accurately than words occurring in dense neighborhoods. Also, high frequency
words were identified more accurately than low frequency words. All three of these findings
are consistent with the predictions outlined in the introduction. The results of the neighbor-

hood density and frequency manipulations are consistent with the earlier findings of Luce
and Pisoni (1988).

The three individual conditions in which significant inhibition effects were obtained
shared a common property: All three conditions contained low frequency primes. Although
there was no overall main effect of prime frequency, these findings demcnstrate that low

frequency primes do indeed inhibit target recognition more than high frequency primes, as
predicted by NAM.

The inhibition demonstrated in Experiment 1A presumably was caused by increased
competition in the target words’ neighborhoods due to the lingering activation of the prime.
When a target is presented only 50 msec after a low frequency prime, it is assumed that
more residual activation is still in the neighborhood than when a target follows a high fre-
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quency prime. This occurs because decisions regarding low frequency words ‘are made more
slowly than decisions regarding high frequency words, thus allowing activation levels for low
frequency primes to linger for more time. As a consequence, more lexical candidates remain
activated when the target is presented, thereby producing greater competition between the
target and possible alternatives.

Experiment 1B

Although the results indicating inhibition priming obtained in Experiment 1A were sta-
tistically significant under both subject and item analyses, a replication of these findings
was undertaken because of the potential theoretical importance of the present set of results.
An exact replication of Experiment 1A was performed with 38 new subjects. The stimuli,
experimental procedure, subject characteristics and data analyses were identical to those
used 1n Experiment 1A.

Results

Figure 5 displays the results of the priming manipulation for all coriditions. As in Ex-
periment 1A, a four-way analysis of variance (prime type X neighborhood density X prime
frequency X target frequency) was performed on the mean percentages of correct responses.

Insert Figure 5 about here

A significant effect of prime type was again obtained [F(1,37)=36.10, A/S,=.0081, p <
.05]. (All reported results are significant at the .05 level or beyond.) In addition, a significant
main effect of prime frequency was obtained {F(1,37)=4.27, M §,=0.1193], such that low fre-
quency primes produced more inhibition than high frequency primes. As in Experiment 1A,
item analyses were also conducted to ensure that the effects were not due to any idiosyncratic
stimulus items. By the item analysis, main effects of prime type [F(1,224)=8.51, M S.=.0375]
and of prime frequency [F(1,224)=8.43, M S.=.0357] were again obtained. Therefore, not
only was the effect of inhibition priming significant in the replication. but the overall effect
of prime frequency, which was not significant in Experiment 1A, was now found to be sta-
tistically reliable in the replication. These findings provide strong support to the validity of
the results obta ned in Experiment 1A.

The predictions for Experiments 1A and 1B were based on the assumption that any
priming effects obtained would arise purely from the increased amount of general activation
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in the primed similarity neighborhood. Incorporated into this assumption was the previously
stated assumption that the primes and targets were related so subtly that subjects would not
be able to apply any decision strategies due to learning during the course of the =xperiment.
Experiment 2 was conducted to validate these assumptions and to further examine the time
course of the observed priming effect. Experiments 1A and 1B employed a 50 mser delay
between primes and targets. Experiment 2 was a replication of the first two experiments;
however, the inter-stimulus interval was increased to 500 msec.

It is generally accepted that following stimulus recognition, activation in memory drops,
returning eventually to some resting level (Collins & Loftus, 1975:;, McClelland & Elman,
1986). If the priming effects demonstrated in the first experiment were due only to compe-
tition at an activation level, it should be possible to eliminate the inhibition effects simply
by allowing the activation to fade over time. We predicted that increasing the inter-stimulus
interval from 50 to 500 msec would eliminate the inhibition from priming observed in Ex-
periments 1A and 1B. We also predicted, however, that the pattern of results found in
Experiments 1A and 1B with regard to the effects of target frequencies and neighborhood
densities would remain unchanged in Experiment 2.

Experiment 2

Method

The stimuli and experimental design were the same as Experiments 1A and 1B. The pro-
cedure was identical to that of Experiments 1A and 1B, with the exception of the increased
inter-stimulus interval between prime and target items.

Subjects. Sixty different subjects participated in partial fulfillment of the requirements of

an introductory psychology course. All subjects were native speakers of English and reported
no history of a speech or hearing disorder at the time of testing.
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Results ' :

The percentage of words correctly identified was determined for each subject. Asin Ex-
periments 1A and 1B, for a response to be considered correct, the entire response had to
match the target exactly or be a homophone (e.g., there, their). Responses were corrected
for simple spelling errors prior to analysis.

Figure 6 displays the results of the priming manipulation for all conditions. The effects
of neighborhood structur: and target frequency are shown in Figure 7. These results are
collapsed across prime type to better illustrate the effects of neighborhood density and target
frequency.

Insert Figure 6 about here

Insert Figure 7 about here

A four-way analysis of variance (prime type X density X target frequency X prime fre-
quency) was performed on the mean percentages of correct responses for each condition. Sig-
nificant main effects were obtained for neighborhood density [F(1,59)=435.53, M S.=.0123,
p < .05] and target frequency |F(1, 59)=245.58, M S.=.0122, p < .05]. (Again, as in Ex-
periment 1A, all results are p < .05, unless stated otherwise). As in Experiments 1A and
1B, these main effects showed that target recognition was more accurate for words selected
from sparse neighborhoods than for words selected from dense neighborhoods, and that
target recognition was more accurate for high frequency targets than for low frequency tar-
gets. No main effects of prime type [F(1,59)=1.45 A[S.=.0149, p=.233] or prime frequency
[F(1,59)=3.01, M S,=.012, p=.088] were observed. However, a significant interaction of tar-
get frequency X neighborhood density was observed [F(1,59)=6.30, AMS,=.0133].

In addition to the overall ANOVA, an item analysis was again performed to ensure
that the results were not due to a few idiosyncratic stimulus items. Significant main
effects were again obtained for neighborhood density [F(1,232)=18.45, A{S.=.1475] and
target frequency [F(1,232)=10.07, M 5,=.1475]. No main eflects were obtained for prime
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for targets from dense neighborhoods. The left panel shows the results for high frequency
targets: the right panel shows the results for low frequency targets.
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type [F(1,232)=0.16, M S.=.0126, p=.6864] or prime frequency [F(1,232)=.02, M S.=.1475,
p=.8783]. There were no significant interactions obtained in the item analysis.

The results of Experiment 2 closely resemble those of Experiments 1A and 13 with
respect to eflects of neighborhood densities and target frequencies on target recognition.
However, as expected, we did not find any effects of inhibition as observed in Experiments
1A and 1B. (Indeed, an analysis of variance performed across Experiments 1A and 2 revealed
a significant interaction of prime type X inter-stimulus interval [F(1,118)=6.80, A/ S,=.0124,
p < .05]). Our hypothesis was that the inhibition obtained in Experiments 1A and 1B was
caused by increased activation of words in the target’s neighborhood resulting from previous
recognition of the prime item. Following this reasoning, we predicted that this inhibition
would not occur when a longer inter-stimulus interval was used because the residual activa-
tion in the neighborhood produced by the prime would have more time to drop to its resting
level. The results obtained supported these predictions and lend credence to our interpreta-
tion of Experiments 1A and 1B.

General Discussion

The present experiments were undertaken in order to test several predictions of the
Neighborhood Activation Model using a priming paradigm. We were specifically interested
in directly testing the Neighborhood Probability Rule. Recall that the rule siates that as
activation of a neighborhood increases, the probability of recognizing a given stimulus word
in that neighborhood will decrease. Exploiting this property of the rule, we predicted that
priming a lexical neighborhood with a word phonetically similar to a subsequent target word
would inhibit target recognition. Indeed, in Experiments 1A and 1B we found that priming
with a phonetically related neighbor inhibited target recognition, relative to a baseline de-
termined by priming with unrelated words. The short-lived effect of inhibition from priming
observed in Experiments 1A and 1B appears to arise purely from the competing activation
among phonetically similar lexical neighbors. This is evident by the null result of Experiment
2, in which the effects of priming were eliminated entirely v increasing the inter-stimulus
interval from 50 msec to 500 msec.

In addition to the effects of priming, we also found that both neighborhood densities
and item * equencies influenced target identification accuracy. Target words from sparse
neighborhoods were identified better than target woids from dense neighborhoods, and high
frequency target words were identified better than low frequency target words.

The present experiments replicate the earlier findings of Luce and Pisoni (1988). Using
perceptual 1dentification, lexical decision, and naming paradigms, Luce and Pisoni obtained
consistent results indicating that neighborhood density, neighborhood frequency, and item
frequency are primary determinants of spoken word recognition performance. The present
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study, employing an auditory priming paradigm, has again demonstrated reéliable effects of
these same structural properties of similarity neighborhoods. When subjects were presented
with low frequency targets from der:e neighborhoods, performance was worst, whereas when
they were presented with high frequency targets from.sparse neighborhoods, performance was
best. The inhibition effects, as well as the neighborhood effects observed here were all pre-

dicted by NAM.

Most contemporary models of word recognition, such as logogen theory (Morton, 1969),
Forster’s search theory (Forster, 1976), and cohort theory (Marslen-Wilson & Welsh, 1978;
Marslen-Wilson & Tyler, 1980; Marslen-Wilson, 1987) assume that word frequency is di-
rectly represented in the resting activation levels, or in the relative speed of activation of
words in long-term memory. In contrast, NAM does not make this assumption. Rather,
in NAM, decision units that are sensitive to frequency information operate after activation
has occurred and bias the decision units toward higher frequency words. In the priming
paradigm, the effect of the prime on the identification of the target item is generally be-
lieved to arise from tresidual activation in long-term memory (e.g., Collins & Loftus, 1975;
McClelland & Rumelhart, 1981; Slowiaczek, Nusbaum & Pisoni, 1987). If activation arises
directly from presentation of the prime, and if frequency information directly affects the level
of activation, one would expect to find a reliable trend for high frequency primes to exert
the largest influences on target identification. In the present experiment, we found that low
frequency primnes produce greater inhibiton of target recognition than high frequency primes,
a result that may be problematic for several current models that assert that frequency is
coded in the activation levels themselves. In contrast, we predicted that low frequency primes
would be recognized more slowly than high frequency primes. Consequently, low frequency
primes would leave more residual activation and competition in the neighborhood than high
frequency primes. This unresolved activation would produce added competition among pho-
netically similar words, making low frequency primes inhibit subsequent target items more
than high frequency primes. This prediction was, in fact, confirmed in Experiments 1A and

1B.

If word frequency were directly represented in the activation levels of words, however,
high frequency primes should have produced stronger inhibition effects. This was cJcarly not
the case, thus lending additional support to NAM'’s characterization of the role of frequency
information in the decision stage of spoken word recognition.

In contrast to the present results demonstrating inhibition priming, numerous examples
of facilitatzon priming in many different kinds of studies and diflerent modalities of pre-
sentation have been reported in the literature (e.g., Collins & Loftus, 1980; Jakimik, Cole
& Rudnicky, 1985; Slowiaczek, Nusbaum & Pisoni, 1987). All of these studies obtained
facilitation from priming whether presentation was visual or auditory and whether the rela-
tions between primes and targets were semantic or phonological. In one recent experiment,
Slowiaczek, Nusbaum, and Pison: (1987) presented prime-target pairs which overlapped by
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zero, one, two, or three phonemes. Their results showed that accuracy of ‘target identifi-
cation improved significantly as the number of overlapping phonemes between primes and
targets increased. The contrasting results of the Slowiaczek et al. study and the present
study raise two important questions. First, we must.ask whether or not the current finding
of inhibition from priming is supported in the literature. Second, we must ask why some
priming procedures produce inhibition while others produce facilitation.

Just as one can find numerous examples of priming studies resulting in facilitation of
target identification, one can also cite examples of priming studies demonstrating inhibi-
tion. The majority of these findings have occurred in semantic priming experiments using
visual presentation (e.g., Meyer, Schvaneveldt & Ruddy, 1974; Neely, Schmidt & Roediger,
1983; Taraban & McClelland, 1987), but there have been some findings in auditory prim-
ing (e.g., Tanenhaus, Flanigan & Seidenberg, 1980; Slowiaczek & Pisoni, 1986). Especially
interesting are the recent findings of Taraban & McClelland (1987). These researchers used
a primed naming paradigm and measured latency of onset io pronounce visually presented
target words and obtaired results that were similar to the results of the present study. The
authors discuss “conspiracy models” of word pronunciation and note that visually presented
words with many orthographically similar neighbors are pronounced more slowly than words
with few similar neighbors. This effect is analogous to the effects of neighborhood density
found by Luce & Pisoni (1988) and replicated in the present study of spoken word recog-
nition. Furthermore, Taraban & McClelland found that visually similar words presented as
prime-target pairs produced longer latencies to pronounce and more mispronunciations than
dissimilar words used as prime-target pairs. This effect is analogous to the effect of inhibition
from priming obtained in the present study. In another study, Slowiaczek and Pisoni (1986)
employed a phonological priming paradigm in a lexical decision task. Although their primary
results showed facilitation, the authors did note that in certain instances of high phonological
similarity between primes and targets, some evidence of inhibition was observed. They spec-
ulated that these effects might arise from competition among phonologically similar lexical
candidates.

Examples may be found in the literature of both facilitation and inhibition resulting from
priming. It is of interest to consider what the fundamental differences are between studies
like the present one and those such as Slowiaczek et al. (1987) that give rise to these differen-
tial eflects. The only dimension distinguishing the studies is the level of priming—Slowiaczek
et al. primed at a phonological level whereas we primed at a lower acoustic-phonetic level.
Luce (1986) has suggested that the facilitation effects found by Slowiaczek et al. may have
been due to expectancies generated by subjects during the course of the experiment. It is not
unreasonable to make such an assertion; although the primes and targets in the Slowiaczek
et al. study shared as little as one common phoneme, subjects may have easily noticed
the consistent phonological relationships and generated their responses from a strategically
restricted set of response alternatives. 3

31f one considers these differential effe-ts of priming in the context of an interactive activation model (e.g-
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A number of studies have suggested that facilitation produced by priming arises from
biases. These biases may not necessarily exert their influences at a conscious response level
as active decisions, but may be present as perceptual biases. For example, Becker and Kil-
lion (1977) reported facilitation in a primed lexical decision task. Upon examining their
results, the authors speculated that if subjects are induced to expect targets to occur from
a small set of possibilites, they may be able to bypass a process of feature extraction, but
only if the presented stimulus matches ;roperties of the expected set. The stimuli for the
present study were selected specifically to avoid this possible confounding. Our primes and
targets shared no identical segments at all, making it very unlikely that subjects could learn
any meaningful relations and strategically modify their guessing to take advantage of any
cross-trial regularities.

The results of the present study strongly support the theoretical predictions of NAM.
However, it is appropriate to examine alternate models of word recognition and to apply their
predictions to the present data. As noted in Slowiaczek et al., several contemporary models
of spoken word recognition cannot adequately account for effects of acoustic-phonetic prim-
ing. For instance, neither Forster’s (1976) search theory * nor Klatt’s LAFS model (1979)
can explain the present results, or those of Slowiaczek et al. This is the case because these
models include no mechanisms for comparing previously recognized words to new inputs;
they only compare inputs to stored lexical representations in memory. Similarly, Morton’s
(1969) logogen theory is not equipped to account for the present results because logogens
are not supposed to effect the thresholds of other logogens in the system.

In a recent chapter, Marslen-Wilson (1987) has proposed a modified version of cohort
theory. Because the original version of the theory never directly addressed issues of word fre-
quency, Marslen-Wilson has conducted several cross-modal semantic priming lexical decision
experiments with words equated for recognition points. From his results, Marslen-Wilson
argues that frequency effects arise early in the perceptual process. Specifically, he claims
that high frequency words are activated relatively faster than low frequency words in the
same cohort, so they are recognized faster. Additionally, he has recently added some com-

McClelland & Rumelhart, 1987) another explanation is suggested. These models predict that a prime will
have the effect of encouraging recognition of items that share their particular features. If this were indeed the
case, easily-recognized primes which share common phonemes with targets should increase the probability
of target identification a priori, simply because the prime encourages guezses that share its features. It is
not clear, therefore, whether facilitation from priming in an interactive activation model would represent a
system in which activation from the prime actually facilitates activation of the target or if the experimental
context of similar primes and targets simply correctly biases guessing.

*Hillinger (1980) has pointed out that Forster’s (1976) search model predicts that a ‘trail’ of residual
activation will be left after searching the peripheral access files. This feature of the model makes priming
predictions possible. However, since Forster’s access files are organized by frequency, one would expect that
low frequency words could prime high frequency words, but not vice-versa. The present study obtained
priming effects despite frequency ordering (low frequency primes affected both high and low frequency
targets).
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petitive processes to cohort thenrv which are similar to those proposed inn NAM, stating
that low frequency words are not only activated more slowly than high frequency words, but
that they cannot be recognized until their high frequency competitors have dropped below
some criterial level of activation. These latest assumptions make it very difficult, however, to
determine whether or not cohort theory can now account for the differential results of prime
frequency obtained in the present study. The implication that high frequency words receive
immediate strong activation may lead one to predict that high frequency primes would tend
to overshadow subsequent targets more than low frequency primes. Experiments 1A and
1B of the present study obtained exactly the opposite results. This disparity suggests that
prime frequency may not be represented as a simple coding in the item’s activation level.
Low frequency primes seem to leave greater residual activation in the target’s similarity
neighborhood, and this extra activation translates into greater inhibition of target recog-
nition perfcrmance. It may be necessary to employ sophisticated simulation analyses to
adequately determine what cohort theory’s predictions should be in this kind of situation.

In summary, the present study has demonstrated that riming a stimulus word with a
phonetically related word will inhibit stimulus recognition. This effect is particularly robust
when the prime items are low frequency words. The present study has also demonstrated
that structural properties of lexical similarity neighborhoods are powerful predictors of spo-
ken word recognition performaace. These findiugs, taken together with the earlier findings of
Luce and Pisoni (1988), provide additional support for the Neightorhood Activation Model.
This model assumes that spoken words are recognized by initially activating a set of acousti-
cally similar words in memory and then selecting from this set the item that is most consistent
with the acoustic-phonetic information in the speech waveform. Word frequency is assumed
to operate in the decision process to bias responses toward the more frequent lexical items
in the activated neighborhood. We believe these attributes are primarily responsible for the
speed, accuracy, and efficiency of the human word recognition system.
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Abstract '

In a recent investigation, Williams (1986) ubtained evidence inconsistent with an
auditory-based processing account of consonantal context effects in vowel perception.
In the present experiments, the perception of vowels in a dvnamically-changing con-
text was examined further. Two 20-item synthetic vowel series ranging from [U]-{I] and
[wUw]-[wIw] were generated along with three-component sinewave nonspeech continua
based on the two speech series. AXB categorization was obtained under four exper-
imental conditions: Speech vowel, sinewave vowel, speech pitch, and sinewave pitch.
The results showed that categorization shifts occurred between the steadyv-state and
time-varyving continua within each stimulus condition, demonstrating the influence of
the immediately surrounding acoustic context. In a second experiment, when the AXB
endpoints were crossed, categorization shifts opposite in direction to those observed in
the first experiment were obtained. Both sets of findings failed to replicate Williams’
earlier results and call into question his interpretation in terms of a uniquely phonetic
mode of processing. The results are interpreted as additional support for an auditory-
based account of context effects in the perception of both speech and nonspeech signals.
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Some Effects of Time-Varying Context on the Perception of
Speech and Nonspeech Sounds

Over the last few years, the perception of speech has been approached from several differ.
ent theoretical perspectives (Cole & Scott, 1974; Elman & McClelland, 1986: Fowler. 1986;
Liberman, Cooper, Shankweiler, & Studdert-Kennedy. 1967; Liberman & Mattingly, 1985;
Oden & Massaro, 1978; Pastore, 1981; Pisoni & Luce. 1987; Schouten, 1980). According to
one account, speech perception involves intimate links with speech production (Liberman,
1970a, 1982; Liberman et al., 1967; Liberman & Mattingly, 1985; Studdert-Kennedy. Liber-
man, Harris. & Cooper, 1970). By this view. the listener has perceptual mechanisms that
have access to knowledge of intended articulatory “gestures” specific to speech utterances
and this articulatory knowledge mediates perception (Liberman & Mattingly, 1985). This
view may be contrasted with another approach that assumes that speech perception involves
processes that are used for the perception of both speech and nonspeech sounds through the
use of general auditory processing mechanisms (Cutting. 1978; Massaro. 1987: Pastore. 1981
Schouten. 1980). According to this view. articulatory knowledge has little or no role in the
perception of speech. Instead. the perceptual processes simply encode auditory parameters
or features contained in the incoming speech signal and map these features onto phonetic
categories stored in long-term memory.

Although there are other approaches to speech perception that do not fall into this sim-
plified dichotomy (e.g., Elman & McClelland. 1986: McClelland & Elman, 1986). much of
the experimental research conducted in speech perception over the last 20 vears has been di-
rected towards testing the claims inherent in articulatory-based and auditorv-based accounts
of speech perception. A great deal of research devoted to specific perceptual phenomena
such as categorical perception (e.g., Liberman. Harris. Hoffman. & Griffith. 1957 Mat-
tingly. Liberman, Syrdal. & Halwes, 1971). cerebral lateralization (e.g. Studdert-Kennedy &
Shankweiler, 1970). auditory-visual integration (Massaro, 1987; McDonald & McGurk. 1978:
McGurk & McDonald. 1976; Summerfield, 1979). phonetic trading relations (see Repp. 1982:
1983). and duplex perception (Liberman, Isenberg. & Rakerd, 1981; Repp, 1984; \Whalen
& Liberman, 1987) has been often cited as support for some type of articulatorv-based or
motor-based account of speech perception. Proponents of this view argue that these percep-
tual phenomena arise from the operation of specialized, speech-specific perceptual processes
related to articulatory knowledge or constraints (see also Liberman & Mattingly, 1989).

Support for auditory-based theories of speech perception has largely rested on experimen-
tal evidence obtained using nonspeech control stimuli. Typically. these stimuli are designed
to model the acoustic structure of phonetic distinctions in natural speech such as voice onset
time, formant frequency trajectories. or variations in rate of change of formant transitions
(e.g.. Miller, Wier, Pastore, Kellev, & Dooling. 1976: Pisoni. 1977. Pisoni. Carrell. & Gans.
1983). The similarity of the results obtained in studies using nonspeech control stimuli to
the results of studies using speech stimuli has been offered as evidence against the postu-

49



lation of specialized perceptual mechanisms in speech perception (Hillenbrand. 1984; Miller
et al., 1976; Parker, 1988; Parker, Kleunder, & Diehl, 1986; Pastore, Harris, & Kaplan,
1982; Pisoni, 1977; Pisoni et al., 1983; Ralston, 1986; Ralston & Sawusch, 1984). For the
most part, arguments for auditory-based theories are based on the logic that the perceptual
phenomena obtained using nonspeech auditory signals are due to processes that are not
speech-specific but are instead related to the general auditory processing capabilities of the
listener.

Despite the large number of studies in speech perception that have been conducted with
these two opposing theoretical viewpoints in mind. the question of whether speech perception
may be mediated by mechanisms related to articulatory knowledge or by mechanisms based
on general auditory processes has not vet been satisfactorily resolved. In order to examine
these issues further, it is worthwhile to extend further investigations to encompass the per-
ception of vowels occurring in speech, as most of the previous research has concentrated on
perception of consonants (see ubove). In particular, if vowel perception is examined under
conditions where the effects of context due to adjacent-occurring consonants can be observed,
this provides an opportunity to test the predictions of a particular framework of speech per-
ception in a situation that preserves some important contextual components of fluent speech.

It is well-known that the acoustic cues to phonetic distinctions are not represented in
the waveform in a straightforward manner (Liberman, Delattre, & Cooper, 1952; Liber-
man, Delattre. Cooper. & Gerstman, 1954). Coarticulatory influences on the production of
consonants and vowels result in a complex mapping of acoustic cues to phonetic segments
(Liberman. 1970b: Liberman et al., 1967). There are numerous well-known examples of per-
ceptual phenomena in speech that illustrate the complexity of the mapping of acoustic cues
to phonetic segments (e.g., Liberman et al.. 1952; 1954). In the present study, 've chose to
focus on one particular aspect of recovering segmental information from the speech signal.
That is, we examined the extraction of vowel information when vowel cues are embedded in
dynamically changing contexts. By examining this problem in detail, we hoped to provide
some experimental evidence to help determine the appropriateness of either an articulatory-
based or an auditorv-based model of speech perception.

Vowels that are produced by speakers of English have a number of well-defined acoustical
characteristics. When vowels are produced in isolation, they contain steadv-state formant
frequency values. But when vowels are produced in context with other adjacent phonetic
segments, coarticulatory influences on the vowel often result in formant frequencies that de-
viate substantially from their steady-state values (Lindblom, 1963; Stevens & House, 1963).
In particular. when a vowel is produced in the context of two surrounding consonants. the
resulting formant frequencies are typically “reduced.” This phenomenon is often called “ar-
ticulatory undershoot.” The vowel region is not only reauced in length but contains formant
frequency values that are either higher or lower than those obtained when the vowel is pro-
duced in isolation. However, even though the acoustic cues fo- the vowel change when it
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is produced in dynamic context, the perceptual system “recognizes” the vowel as the same
phonetic segment regardless of these acoustic differences. Given this phenomenon, it is of
interest to determine the nature of the perceptual mechanisms that are responsible for re-
covering the intended vowels. There is some evidence from a series of studies conducted by
Strange and colleagues (see Jenkins, Strange, & Edman, 1983; Strange, 1987; Strange, Jenk-
ins, & Johnson, 1983) indicating that coarticulated vowels are identified quite accurately
even when the steady-state region of the vowel is silenced. That is. vowels are identified by
virtue of only the formant transitions intec and out of the intended vowel. Their results pro-
vide support for the hypothesis that the acoustic information contained in the surrounding
formant transitions is used by the perceptual system in perceiving particular vowels.

The effects of context on vowel perception were inve stigated more than 20 vears ago in
a well-known study conducted by Lindblom and Studde:.-Kennedy (1967). Lindblom and
Studdert-Kennedy created three synthetic vowel continua, one consisting of steady-state
isolated vowels ranging from [U]-[I}, one consisting of [U]-[I] vowels embedded in a [w\'w]
consonantal context, and one consisting of [U]-[I] vowels embedded in a [jVj] consonantal
context. Typically, in fluent coarticulated speech, vowel formant frequencies are lowered by
a labial [w\'w] context and raised by a palatal [j\j] context. In Lindblom and Studdert-
Kennedy's study, however, the target vowel formant frequency values across all series were
identical. The authors hypothesized that if the immediately surrounding acoustic context
provided by the consonantal for.nant transitions adjacent to the vowel affected perception.
then the categorization of the vowel. as reflected by the location of the category boundaries
for the [wVw| series and for the {j\)j] series. should be shifted relative to the steadv-state
[U]-{T) series. This result would be anticipated if the acoustic cues contained in the for-
mant transitions induce the perceptual system to “compensate” for vowel formant values
that differ from those characteristic of the vowel produced in isolation. However. if con-
text did not have this effect, the authors expected that the vowels from all three series
would be categorized in exactly the same manner. The results obtained by Lindblom and
Studdert-Kennedy showed that the category boundary for the [w\'w] series was shifted to
the left of the steady-state [U]-[I] series (that is, less “U” responses were obtained). while
the category boundary for the [jVj] series was shifted to the right of the steady-state [U]-[I)
series (more “U" responses were obtained). These results support the hypothesis that the
perceptual system performs some type of perceptual compensation or re-adjustment based
on the dynamic information contained in the consonantal formant transitions into and ~ut
of the target vowel. Apparently, in response to formant transition information that is gener-
ally accompanied by “artictlatory undershoot™. the perceptual system engages a perceptual
mechanism that extrapolates bevond the actual vowel formant values in order to recover the
intended vowel target (“perceptual overshoot™).

How do the results obtained over 20 years ago bv Lindblom and Studdert-Kennedy relate

to the issue of articulatory-based versus auditory-based models of speech perception? Recall
that articulatory-based theories assume that the perceptual system recovers phonemes by
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virtue of an invariant correspondence between the acoustic ¢ues present int the signal and
some representation of articulatory configurations related to producing the acoustic pat-
terns. Recall also that audiiory-based theories maintain that segmental units arc 1ecovered
by auditory processes that extract the relevant phonetic information without recourse to ar-
ticulatory knowledge. Lindblom and Studdert-Kennedy were not clear about precisely how
their results could be interpreted in terms of articulatory-based versus auditory-based mod-
els of speech perception. They suggested that their results were compatible with “active”
perceptual models such as analysis by synthesis (Stevens & Halle, 1967) and motor theory
(Liberman et al., 1967), but they also entertained the idea that adaptation or contrast effects
due to peripheral auditory processes could also account for their results. The results they
obtained did not provide strong evidence supporting either view, thus, the precise nature of
the compensation mechanism remained unclear at that time.

A recent series of categorization experiments has been carried out by Williams (1986)
to provide an explicit test cf the auditory processing account suggested by Lindblom and
Studdert-Kennedy. Williams (1986) created a set of synthetic speech stimuli similar to the
[U)-{I) steady-state vowel series and [wUw]-[wlw] vowel series of Lindblom and Studdert-
Kennedy. He also generated two sets of sinewave tone-analog stimuli based on the frequency
values of the stimuli contained in the [U}-[I] and [wUw]|-[wlw] vowel series. The use of
sinewave control stimuli preserves the dynamic time-varving information characteristic of
speech but eliminates the acoustic cues to source characteristics (see Cutting, 1974; Remez.
Rubin. Pisoni. & Carrell, 1981). Under certain experimental conditions, sinewave stimuli of
this tvpe can be heard either as nonspeech tones or as speech (e.g., Bailey, Summerfield, &
Dorman. 1977; Best, Morrongiello. & Robson. 1981; Grunke & Pisoni, 1982; Ralston, 1986;
Remez et al., 1981: Schwab, 1982: Tomiak. Mullennix, & Sawusch, 1987).

Williams (1986) used these sets of stimuli in three different experimental conditions.
In one condition, listene,. received synthetic steady-state [U]-[I| vowels and time-varyving
fwUw]-[wlw) speech stimuli and categorized them into the vowel categories [U'] and [I]. In
a second condition, listeners received steady-state and time-varving sinewave tone-analog
stimuli. In this condition, they were told that the stimuli were speech sounds and they were
to categorize them into the same two vowel categories as used in the speech condition. In
the third condition, listeners were presented with the two types of sinewave stimuli but were
told that the stiruli were nonspeech tones and they were to categorize the stimuli on the
basis of pitch. Williams hypothesized that if this “perceptual overshoot™ effect was due to
some tvpe of peripheral auditory constraint involved in processing the frequency spectrum
over time. such as adaptation or contrast. then category boundary shifts should be observed
in both the speech and nonspeech conditions for the sinewave control stimuli. However. if
speech-specific coding processes rather than peripheral auditory processes were responsible
for these effects. then boundary shifts should only be observed for the speech stimuli and for
the sinewave stimuli heard as speech but not for the sinewave stimnli heard as nonspeech
sounds.
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Williams (1986) obtained category boundary shifts for the speech stimuli and for the
sinewave stimuli heard as speech that were similar to the chifts obtained by Lindblom and
Studdert-Kennedy. However, no category shift was obtainex for the sinewave stimuli heard
as nonspeech in the pitch categorization task. Williams interpreted these results as support
against the claim that auditory processing constraints are responsible for the “perceptual
overshoot” phenomenon found in the perception of coarticulated vowels. Instead, he sug-
gested that the perceptual processing of coarticulated vowels must be at least partially based
on articulatory information which is “encoded” into the speech signal.

On first inspection. the results of Williams (1986) appear to be consi: ent with the pro-
posal that the processes involved in recovering phonetic segments from a dynamically time-
varying speech signal are closely related to the use of articulatory information in speech
perception. However. the major support for this claim relies on a null result. That is, sup-
port for Williams™ hypothesis rests on the failure to find a boundary shift in the sinewave
pitch condition. There are numerous reasons why an experimental effect may not be ob-
tained. including methouological peculiarities, uncontrolled individual differences between
subjects. experimental cifferences at the time of testing, etc. Although Williams made an
explicit prediction a priori anticipating this null result, his assertions should be viewed with
some caution pending replication.

Our motivation for conducting the first experiment in the present report was to further
investigate the role of consonantal context in vowel perception. More specifically, the purpose
was twofeld. Our first goal was to replicate the results obtained by Lindblom and Studdert-
Kennedy (1967) using speech stimuli and the more recent results obtained by Williams (1986)
using speech stimuli and sinewave nonspeech tone-analogs. If we obtain a pattern of results
identical to that obtained by Williams. then one could place more confidence in the validity
of his basic results and focus discussion on the theoretical claims and implications. A repli-
cation would give additicnal support to the claim that the null result in the sinewave pitch
condition actually reflected a difference in processing between speech and nonspeech condi-
tions. However. if we fail to replicate Williams' results using identical testing procedures
and identical stimuli, this finding would raise questions about \Williams’ experimental data
and his subsequent interpretations.

Our second goal was to investigate the effects of selective attention to particular attributes
of the stimulus on AXB categorization. In Williams sinewave pitch condition, listeners were
specifically told to attend to the pitch of the stimuli in making their responses. For the
sinewave vowel and speech vowel conditions. on the other hand. listeners were instructed
to attend to the vowel quality of the stimulus and to make their responses with regard to
the identity of the vowel. Given these instructions. it is possible that the differences found
between the nonspeech sinewave pitch condition and the speech conditions were simply due
to differences in selective attention to different stimulus dimensions and not to some funda-
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mental difference in mode of processing. For the speech conditions, althotigh the identity
of the vowel is correlated with differences in formant frequency values, it is not clear what
other aspects of the speech signal are actually used in order to make a categorization judg-
ment. For the sinewave pitch condition, however, only frequency could be used in making
a pitch categorization response. Thus, the differences Williams found between speech and
nonspeech may have been due to differences in selective attention to either vowel quality or
pitch and not to the employment of fundamentally different perceptual mechanisms.

In order to examine the role that selective attention to specific stimulus aspects may play
in categorization, we added an additional control condition. In this condition, called the
speech pitch condition, listeners were given speech stimuli to categorize. However, instead
of focusing the subjects’ attention on vowel color. subjects were specifically instructed to
attend to the pitch of the vowel and to make their categorization responses on the basis of
pitch alone. Thus, the listener’s attention was specifically directed to the pitch quality of the
vowel. This additional condition provides a direct assessment of whether selective attention
to different aspects of the vowel has any effect on perception. In addition, a comparison of
performance between the speech pitch condition and the sinewave pitch condition provides
an opportunity to directly assess any effects due to speech/nonspeech stimulus differences
when pitch is attended to.

Several outcomes are possible. If a categorization shift is obtained for both vowel con-
ditions and the speech pitch condition. this finding would suggest that the results obtained
by Williams were not due to differences in task demands but actually reflected a genuine
difference in processing mode for speech and nonspeech sounds. On the other hand. if a
categorization shift is obtained for the two vowel conditions but is absent for the two pitch
conditions. this would suggest that the results observed by Willlams may have been due
to the nature of the information attended to by listeners in performing the categonzation
task. A third possible outcome is that a category boundary shift is obtained in all four
experimental conditions. Such a pattern of results would suggest that the null result in
the sinewave pitch condition obtained by Williams may have been due to chance and that
an effect of context was actually present but was obscured by some factor or factors. This
finding would also suggest that the processes which produce “perceptual overshoot™ in the
perception of coarticulated vowels operate for both speech and nonspeech sounds regardless
of how attention is allocated to certain aspects of the signal.
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Experiment 1 L

Method

Subjects. Sixty-seven undergraduate students from introductory psyvchology courses at
Indiana University served as subjects. Each subject took part in one 1-hour session and
received partial course credit for participating in the experiment. All subjects were native
speakers of English who reported no history of a speech or hearing disorder at the time of
testing.

Stimulus Materials. The stimuli consisted of synthetic steady-state vowels, synthetic
consonant-vowel-consonant (CVC) nonsense syllables, and three-component sinewave tone-
analogs of speech based on the stimuli used by \Williams (1986). The speech stimuli were
generated with the software synthesis program developed by Klatt (1980). A steady-state
vowel continuum was created by varying the formant frequencies in 20 steps from the end-
point [U] to the endpoint [I]. Each stimulus was 100 msec in duration. The [U] vowel endpoint
contained steady-state formant frequencies of 350 Hz for F1. 1000 Hz for F2, and 2300 H:
for F3. The [I] vowel endpoint contained formant values of 350 Hz for F1, 2000 Hz for F2.
and 2825 Hz for F3. The 20-item series was created by incrementally changing the values
of F2 and F3 through 19 steps by the use of an algorithm adopted from Lindblom and
Studdert-Kennedy (1967). The values for F1 remained fixed at 350 Hz for all stimuli. The
algorithm is given below:

F1 = 350
F2 = 1000 + [(n-1) x 1000] / 19
F3 = 2300 + [(n-1) x 525] / 19
(n = stimulus number)

The CVC nonsense syllable continuum was created by taking the formant frequency
values for each stimulus in the steady-state vowel continuum and using them as target fre-
quency values for the corresponding vowel in the C\'C continuum. For each CV'C stimulus.
o parabolic formant frequency trajectory was computed beginning at and ending at a set
of frequency lcci on each side of the vowel appropriate for the semivowel [w]. The loci val-
ues were 250 Hz for I'i, 800 Hz for F2, and 2200 Hz for F3. The [wV'w| stimuli contained
continuously varying formants which began at one locus. increased up to the vowel target
frequency values at the midpoint of the stimulus, and then decreased back down to terminate
at the other locus. The formant trajectories for each stimulus were parabolic in shape and

svmmetrical on each side of the vowel midpoint region. A 20-item continuum was created
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ranging perceptually from [wUw] to [wlw]. Each stimulus in the continuum ‘contained vowel
target formant frequency values identical to the values for the corresponding stimulus in the
steady-state vowel continuum. Each [wVw] stimulus was 100 msec in duration.

The formant frequencies for F4 and F5 were held at 3500 Hz and 4500 Hz for all stimuli.
Bandwidths were set at 90 Hz for F1 and F2, 180 Hz for F3, and 300 Hz for F4 and F5.
Fundamental frequency was held at a constant 90 Hz and voicing amplitude was specified
at a constant 60 dB throughout the duration of the stimuli.

Two sets of 20 nonsprech sinewave tone-analog stimuli were also created. One set was
based on the steady-state [U]-[l] vowel continuum and one set was based on the [wlw]-[wlw]
continuum. The tone-analog stimuli were generated with a program that synthesizes three-
component sinewave tones (Kewley-Port, 1976). The frequency values specified for F1. F2,
and F3 in the speech stimuli of both covtinua were used as the frequency values for each set
of the nonspeech tone-analog stimuli. In order to specify relative amplitude values for the
three tone components corresponding to the relative amplitude values between formants in
the speech stimuli, the amplitudes of F1, F2, and F3 for each of the synthetic speech stim-
uli were determined using spectral analysis techniques. The relative amplitudes obtained
for the formants for each stimulus were used to specify the amplitude values for the tone
components in the corresponding tone-analog stimuli. After generating all of the stimuli.
RMS amplitude levels for the speech and tone stimuli were digitally equated using a software
package designed to modifv speech waveforms.

Procedure. Four experimental conditions were formed: Speech vowel (SV'). sinewave
vowel (SWYV), speech pitch (SP). and sinewave pitch (S\WWP). The experimental procedure
used an AXB identification task. In the AXB task. listeners are presented with sequences of
three stimuli and are asked to indicate whether the second stimulus “X" sounds more like
the “A’ stimulus or more like the “B” stimulus in the sequence. The “A” and “B” stimuli
are the two endpoint stimuli of the continuum being tested. In the present experiment, all
20 members of a particular stimulus continuum were presented as “X" stimuli. Subjects
were instructed to push a button on a response box labeled “first” if they thought the “X”
stimulus sounded more like the first stimulus, and to push a button labeled “third” if they
thought “X” sounded more like the third stimulus. In this manner, identification categoriza-
tion responses were obtained for each stimulus item in each cortinuum without the use of
explicit labels.

Within each experimental condition, listeners were presented with stimuli from a steady-
state continuum in one set of trials and with stimul from a time-varying continuum in a
separate set of trials. In the S\ condition. listeners were presented with the [U]-[I] and
[wUw]-[wlw] speech stimuli. Subjects in this condition were told that they would be listen-
ing to high-quality synthetic speech sounds generated by a computer. For the steady-state
continuum, thev were instructed to make their responses on the basis of whether the “X”

56

50



vowel stimulus sounded more like the “A” vowel endpoint or the “B” vowel endpoint. For
the time-varying continuum, they were also told to make their responses on the basis of
whether the vowel contained in the “X" stimulus sounded more like the “A” vowel endpoint
syllable or the “B” vowel endpoint syllable.

In the SWV condition, listeners were presented with steady-state and time-varying sinewave
tone-analogs based on the [U]-[l] and [wUw]-[wlw] speech continua. However, for both sets
of stimuli, listeners were told that they would be listening to synthetic speech sounds gener-
ated on a computer. Furthermore, they were told that even though the stimuli may sound
somewhat unnatural and unlike normal human speech, they were indeed listening to speech
sounds consisting of isolated vowels and nonsense syllables. They were instructed to make
their responses on the basis of whether the “X” stimulus vowel sounded more like the “A™
stimulus vowel or more like the “B” stimulus vowel, just as the instructions were specified
for listeners in the SV condition.

In the SP condition, listeners were also presented with the [U}-[I] and [wUw]-[wIw] speech
stimuli. However, they were instructed to listen carefully to the pitch of the vowel and to
make their responses on the pitch quality of the vowel. For example, for the steady-state
continuum, if the pitch of the “X" vowel stimulus sounded closer in pitch to the [U] vowel
endpoint, they were to respond by pushing the button appropriate for the [U] endpoint.
Likewise, they were told to use the same criteria in responding to the [w Uw}-[wlw] stimuli.

Finally, in the SWP condition. listeners were presented with the sinewave tone-analog
continua. For both the steady-state and time-varving stimuli, listeners were told that they
would hear sounds which were composed of tones. They were instructed to listen to the pitch
of the sounds and to make their AXB responses on the basis of the pitch of each stimulus.

For each experimental session. three blocks of trials were presented for each set of stim-
uli. The first set of three blocks consisted of stimuli from one continuum and the second set
consisted of three blocks of stihauli from the other continuum. The order of the “A” and “B”
endpoints across trials within each set was randomized and presentation of the “\”" stimuli
was randomized. The order of continua within each session was counterbalanced across sub-
Jects. Half of the subjects received stimuli from the steady-state continuum in the first three
blocks and one half received stimuli from the time-varving continuum in the first three hlocks.
The first block in each set consisted of 20) AXB trials with one repetition of each of the 20
stimulus items in the continuum as the “X” stimuli. Listeners were t>ld that these trials were
practice, and they were not included in the data analvses. The second two blocks in each set
consisted of 100 AXB trials each. produced by five repetitions of the 20 stimuli occurring as
“X”. Thus, a total of 10 identification responses per stimulus was collected from each subject.

A warning light on each response box was illuminated before the beginning of each trial
sequence. A l-sec interval elapsed between offset of the warning light and presentation of the
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first stimulus. Each stimulus in the sequence was separated by a 500 mse¢ inter-stimulus-
interval. Each new irial was initiated either after all subjects had entered a response or
after a 3-sec interval had elapsed. No feedback was given to the subjects. There was a
60-sec interval between each block of trials. Subjects were run in small groups ranging from
3-4 subjects per group. Stimulus output and data cellection were controlled on-line by a
PDP-11/34A computer. Stimuli were output via a 12-bit digital-to-analog converter at a 10}
kHz sampling rate and were low-pass filtered at 4.8 kHz before presentation to subjects via
matched and calibrated TDH-39 headphones.

Results

At the end of each experimental session. subjects were asked to complete a post-test ques-
tionnaire (see Appendix A). The questionnaire was designed to obtain information about how
the stimuli sounded to the subject and what types of response strategies subjects emploved
in making their responses. The questionnaire included questions about what the stimuli
sounded like, whether they sounded like speech or not, what kind of strategies or stimulus
properties the subject used in order to make responses, etc. For the SV and S\WV conditions,
if a subject indicated on any question on the questionnaire that the stimuli did not sound
speechlike or that the vowel class of the stimuli was not used in order to make responses, the
subject’s data were eliminated from further data analysis. For the SP condition. if a subject
indicated on any question that the stimuli did not sound like speech or that the pitch of the
vowel was not used to make responses, the subject was eliminated. For the SWP condition.
if a subject indicated on any question that the stimuli sounded like speech or that the pitch
of the stimulus was not used as a basis to make responses, the subject was eliminated. As a
result of these stringent selection criteria, the data from 11 out of 12 subjects were analvzed
for the SV condition. 11 out of 25 subjects for the S\WV condition, 10 out of 15 subjects for
the SP condition, and 11 out of 15 subjects for the S\WWP condition.

Insert Table 1 and Figure 1 about here

For each subject, the data were tabulated in terms of the percentage of times each stim-
ulus was judged to be like the “stimulus 1” endpoint. The best-fitting normal ogive through
these points was then determined (V'oodworth. 1938). The 50% point of this ogive was taken
as the category boundary crossover point in the categorization function. The 50% crossover
points were used as dependent measures entered into the statistical analyses conducted on
the data (see Table 1). Figure 1 shows the overall mean percent “stimulus 1" responses
collapsed over subjects for the steady-state [U]-[I] and the time-varyving [wUw]-[wlw] con-
tinua in the SV, SW\' SP and SWP conditions. As shown in the figure. the categorization
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Table 1 : .

Indiridual subjects’ category crossover point values for the steady-state (SS) and time-varying
(TV) continua for all conditions in Ezpertment 1. 'The overall mean crossover values and
standard deviations (slope values) for each condition are also displayed.

e e e e W e e e W e e G e e e wm Ve Gk WD S TR WS S G S S O GRS W e R G A A N WD S m A SR S N A mm e S Em R A e W W e s W mm mm e

Speech Vowel Sinewave Vowel Speech Pitch Sinewave Pitch

Ss 8S TV S5 TV S5 TV Ss TV

1 11.7 9.2 10.4 9.1 9.8 9.0 9.6 8.2
2 10.0 9.4 10.5 7.3 12.5 11.4 11.6 8.9
3 10.7 10.3 9.2 8.5 11.4 9.8 10.7 8.0
4 12.5 9.8 11.2 11.4 11.6 10.2 10.7 10.2
5 10.2 9.5 10.1 8.9 13.5 12.4 10.6 9.0
6 10.9 9.2 11.1 10.0 12.6 11.0 10.8 11.8
7 12.1 6.9 9.8 9.3 10.6 9.6 11.6 9.7
8 10.2 9.2 9.6 9.6 10.1 10.1 10.0 10.3
9 10.7 6.9 10.4 11.3 11.4 9.0 10.0 8.6
10 11.3 10.5 9.0 10.1 11.0 9.4 9.5 0.3
11 10.9 8.6 9.5 8.7 K b s 10.9 8.9
Mean 11.0 9.0 10.1 9.5 11.4 10.2 10.6 9.3
5.0. -4.0 -3.8 -3.7 -3.6 -3.8 -3.8 -4.0 -3.7
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Figure 1. AXB categorization functions averaged over subjects for the steady-state [U]-[I]
and context-dependent [wUw|-[wlw] continua for the SV, SWV _ SP, and SWP conditions for
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function for the time-varying [wUw]-[wlw] continuum is shifted to the left of the steadv-state
[U]-[1) continuum in all four experimental conditions. Separate analyses were carried out to
assess the effect of context in each of the four conditions. These are reported below.

Speech Vowel

A one-way ANOVA was conducted on the data for the S\" condition. A significant main
effect of continuum was obtained F(1.10) = 18.5. p -. .01. The category boundary crossover
value for the [wUw|-[wlw) continuum was significantly less than the crossover value obtained
for the steady-state [U]-[I] continuum (9.0 and 11.0. respectively). The shift in the AXB
categorization function observed as a result of the [w\'w] consonantal context is similar to
shifts in categorization reported previously by Lindblom and Studdert-Kennedy (1967) and
Williams (1986).

Staeware owel :

A one-way ANOVA was also conducted on the data for the S\W\V' condition. A significant
main effect of continuum was not obtained F(1.10) = 3.0, p < .12. However, the category
boundary crossover value for the [wUw]-[wlw] tone-analog continuum was agein less than
the crossover value for the [U]-[I] tone-analog continuum (9.5 and 10.1, respectively). The
context provided by the tone-analog components corresponding to |w] resulted in a catego-
rization shift similar to the shift obtained in the S\" condition. however, the difference was
not statistically significant.

Speech Pitch

A one-way ANOVA was also conducted on the data for the SP condition. A significant
main effect of continuum was observed F(1.9) = 39.8 p -~ .001. The category boundary
crossover value for the [wlUw]-[wlw] continuum was significantly less than crossover value for
the [U]-{I] continuum (10.2 and 11.4, respectively). Thus. as shown by the AXB categoriza-
tion shift. when subjects made their responses on the basis of the pitch of the vowel. the
consonantal context provided by the [w] semivowel produced a substantial and significant
effect on categorization performance.

Sinewave Putch

Finally, a one-way ANOVA was conducted on the data for the S\WWP condition. A signifi-
cant main effect of continuum was obtained F(1.10) = 13.9.p - .01. The category honundary
crossover value for the [wUw]-[wlw]| tone-analog continuum was significantly less than the
crossover value for the [U]-[I] tone-analog continuum (9.3 and 10.6. respectively). Thus. the
context provided by the surrounding [w]| tone-analog transitions also affected AXB categn.
rization in the nonspeech pitch task.



Discussion .

The results obtained in Experiment 1 provide further evidence concerning the processes
involved in the perception of coarticulated vowels in CVC syllables. First, we successfully
replicated the findings of Lindblom and Studdert-Kennedy (1967). Significant categorization
shifts were obtained between isolated, steady-state vowels and vowels embedded in symmetri-
cal cor.sonantal contexts. This result demonstrates that the perceptual system uses dvnamic
time-varying acoustic information contained in the formant transitions surrounding voweis
to support recovery of the cues needed for recognition of the target vowels.

Second, we obtained some results that differed from those obtained by Williams (1986).
Unlike Williams, we also observed a categorizction shift in the sinewave pitch condition, in
which listeners categorized the pitch of the nonspeech stimuli. This result contrasts with
Williams’ failure to find a shift in his sinewave pitch condition. Given that our stimuli and
categorization task were identical to those used by Williams. it is not immediately obvious
to us why we obtained this finding. However, this result is consistent with the idea that the
null result obtained by Williams in his sinewave pitch condition belied what was actually a
perceptual effect of context.

We also obtained a significant categorization shift in the speech pitch condition. in which
listeners judged the pitch of the vowel. This shift was similar to the shifts obtained in the
otnher conditions. This result suggests that context affects vowel categorization processes
even when attention is directed towards the pitch attributes of vowels instead of vowel color.
Thus, at least within the present experiment, focusing subjects’ attention to particular at-
tributes of the speech stimulus did not appear to have a differential impact on the perceptual
processes involved in extracting vowel target information from context.

Finally, although we obtained significant categorization shifts between the steady-state
isolated vowel stimuli and the time-varving vowel stimuli using speech stimuli. we did rot
obtain a significant categorization shift when using sinewave tone-analogs heard as spee:-h.
However, the direction of shift in the categorization function for the SWV was similar to tiat
of the other conditions. One could speculate that the reason for this result is that the richer
set of acoustic cues present in natural speech may contribute in some unspecifi-1 manner to
the magnitude of the context effect. Thus, when using nonspeech stimuli heard as spee -h,
the effect may not be as salient.

Experiment 2

Although the results obtained in Experiment | demonstrated that the time-varving con-
text present in speech and nonspeech signals has similar effects on perception, we did not
directly assess the manner in which the information contained in time-varying stimuli was
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processed. Williams (1986) noted that for the sinewave pitch judgments, two different pro-
cesses may have produced his results. He suggested that listeners in the sinewave pitch con-
dition could have perceptually solated the maximum target frequencies of the time-varying
stimuli in order to extract pitch. Alternatively, they may have integrated the frequency
information across the durations of the stimuli in order to extract pitch. In order to distin-
guish between these two alternatives, Williams performed an additional AXB categorization
experiment in which the “A” and “B” endpoints for each continuum were “crossed.” In other
words, instead of the time-varying stimuli and sicady-state stimuli being judged against end-
point stimuli drawn from their own continuum. the time.varying stimuli were judged against
the “A” and “B” endpoints from the steadv-state continuum and the steadyv-state stimuli
were judged against the “A” and “B” endpoints from the time-varying continuum. Williams
hypothesized that if listeners were integrating frequency information over the stimulus. the
time-varying stimuli should be judged as lower in pitch when judged against the endpoints
from the steady-state continuum, and the steady-state stimuli should be judged as higher in
pitch when they wore judged against endpoints from the time-varving continuum. The re-
sults Williams obz-iu~d for the sinewave pitch condition showed that the category boundary
for the time-varying conunuum was shifted to the right of the steady-state continuum. a shift
that was opposite in direction to the shifts observed in his previous experiments. This result
was consistent with the proposal that listeners integrated the frequency information over
the stimulus in order to extract pitch information. However. the cross-series manipulation
did not affect categorization in the two vowel conditions, as significant leftward shifts of the
time-varying continuum boundary were obtained just as before. Thus. the category shift
obtained in the sinewave pitch condition was opposite in direction to the shifts obtained in
the vowel conditions.

The difference in categorization performance between speech and nonspeech conditions
observed as a function of the cross-series manipulation was taken by Williams as evidence
that two different types of perceptual processes produced the results. Williams suggested
that listeners’ pitch judgments in the nonspeech condition were based on the “unitary” or
“static” aspects of the signal that are obtained by integrating frequency over time. According
to Williams, differences between speech and nonspeech conditions arose hecause vowels are
perceived by different processes than those used in pitch perception. Since an integrative-
tvpe process accounted for the nonspeech results. and since the pattern of results differed
between speech and nonspeech. Williams concluded that the perception of coarticulated vow-
els must be based on processes that encode dynamic time-varyving information in the speech
signal.

The rationale offered for a dynamic explanation of coarticulated vowel perception must
be carefully considered, however. The sole support for this particular assertion rests simply
on the fact that differences in patterns of performance existed between speech and nonspeech
conditions. At best, these results provide only indirect evidence for the operation of dvnamic
processes in speech perception. Direct evidence indicating that the processes involved in the

63 Y oy



perception of coarticulated vowels are dynamic was not obtained; the presénce of dvnamic
processes was only inferred from the pattern of speech/nonspeech results. However, based
on the importance of the performance cifferences exhibited as a result of the cross-series
manipulations, we decided to replicate tliese findings in order to assess their robustness. In
addition. we included an additional experimentai condition in order to further elucidate the
nature of the processes involved in perception of vowels embedded in dynamic context.

In this experiment. we adopted the cross-series methodology used by Williams (1986).
\We created four experimental groups: Speech vowel crossed (SV-crossed). sinewave vowel
crossed (SWV-crossed), speech pitch crossed (SP-crossed), and sinewave pitch crossed (SWP-
crossed). The changes in experimental design produced by using the cross-series muaipula-
tion were similar to those of Williams. with the “A™ and “B" endpoints for each AXB task
drawn from the continuum opposite that of the stimuli used as “X" test items. In addition
to the three experimental conditions tested by \Williams, we included an additional condition
called the speech pitch-crossed condition (SP-crossed). in which listeners judged the pitch
of the vowels. As in Experiment 1, the inclusion of the SP-crossed condition in the present
experiment provided an important control condition.

The possible outcomes of Experiment 2 and their interpretations are as follows. If catego-
rization shifts are obtained that are similar to those observed in Williams’ experiment, then
the reliability of his results will be given further support. If these results are obtained. then
the results of the SP-crossed condition become important. If the categorization shift in the
SP-crossed condition is similar to the shifts obtained in Williams' crossed vowel conditions.
this would indicate that focused attention to the pitch attributes of vowels instead of vowel
color has little or no effect on categorization under these conditions. But, if the categoriza-
tion shift in the SP-crossed condition is similar to the shift obtained in Williams’ crossed
nonspeech pitch condition, this result would indicate that it is attention to the perceptual
dimension of pitch that influences how the stimuli are categorized regardless of whether the
stimuli are speech or nonspeech.

The last possible result to be considered is that a categeorization shift opposite in direction
to the shifts obtained in Experiment 1 is observed in all four conditions. This result would
be consistent with the hypothesis that auditory-based processes account for the perceptual
effects of context.

Method

Subjects. Sixty-seven undergraduate students from introductory psychology courses at
Indiana University volunteered to be subjects. Each subject tonk part in one 1-hour session
and received partial course credit for participating in the experiment. All subjects were
native speakers of English who reported no history of a speech or hearing disorder at the
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time of testing.

Stimulus Materials. The stimuli consisted of the same speech and sinewave tone-analog
stimuli used in Experiment 1.

Procedure. Four experimental conditions were formed: Speech vowel crossed (S\-crossed),
speech pitch crossed (SP-crossed), sinewave vowel crossed (S\WV'-crossed). and sinewave pitch
crossed (SWP-crossed). As in Experiment 1. the experimental procedure used an AXB cat-
egorization task. However, in the present experiment, the “A” and “B” stimuli used in
testing each continuum consis.ed of the endpoint stimuli from the opposite test series. For
example. in the SV-crossed and SP-crossed conditions. the “A™ and “B" stimuli for testing
the steady-state [U]-[I) continuum consisted of the [wUw] and [wIw] endpoint stimuli from
the time-varving continuum. Likewise, the “A” and “B” stimuli for testing the time-varying
[wUw]-[wIw] continuum consisted of the steady-state {U] and [I] endpoints. This cross-series
arrangement was carried out in a similar fashion for the steady-state and time-varying tone-
analog stimuli in the SWV.crossed and SWP-crossed conditions.

All other aspects of the experiment were identical to Experiment 1. Stimulus presenta-
tion and data collection were controlled online by a PDP-11/34a computer.

Results

At the end of each experimenial session. subjects completed the same post-test ques-
tionaire used in Experiment 1. Based on the same screening criteria as before. the data
from 10 out of 10 subjects were analyzed for the S\'-crossed condition. 12 out of 20 subjects
were analyzed for the SW\'-crossed condition. 12 out of 17 subjects were analvzed for the
SP-crossed condition, and 12 out of 18 subjects were analvzed for the S\WP-crossed condition.

The data were tabulated in terms of the percentage of times each stimulus in the contin-
uum was judged to be like the “stimulus 1" endpoint. As in Experiment 1, the best-fitting
normal ogives through these points was determined and the 50 points of the ogives used
as the dependent measures entered into the statistical analyses.

e e e e e e e r—— ————

Insert Figure 2 about here

et —

Figure 2 displays the data collapsed over subjects for the steadyv-state and time-varyving
continua for the SV-crossed, SWV-crossed. SP-crossed. and SWP-crossed conditions. As
shown in Figure 2, the categorization function for the time-varving stimuli appears to be
shifted to the right of the categorization function for the steady-state stimuli in all four
conditions. analyses.
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Insert Table 2 about here

Table 2 shows the individual data in terms of mean crossover point values for all con-
ditions. A separate one-way ANOVA on the data was conducted for each condition for the
factor of continuum type. For the SV-crossed condition. a significant main effect of stimulus
continuum was not obtained F(1,11) = .5, p > .5. although the mean crossover point value
was greater for the time-varying stimuli compared to the steady-state stimuli (11.0 and 10.2.
respectively). For the S\WV-crossed condition. a significant main effect of continuum was
obtained F(1,11) = 9.8, p < .01, with the mean crossover point value again greater for the
time-varying stimuli compared to the steady-state stimuli (14.2 and 8.4, respectively). For
the SP-crossed condition, a significant effect of continuum tvpe was observed F(1.11) = 4.9.
p < .05. with the mean crossover point value greater for the time-varving stimuli compared
to the steady-state stimuli (14.6 and 11.3. respectively). Finally, for the S\WP-crossed group.
a significant main effect of continuum was not observed F(1.11) = 2.0, p > .1. with the mean
crossover point value greater for the time-varying stimuli compared to the steadv-state stim-
uli (76.0 and 7.8, respectively).

Thus. significant categorization shifts opposite in direction to the shifts we obtained in
Experiment 1 were obtained for the SP-crossed and SW\ -crossed conditions but not for
the SV'-crossed and SWP-crossed conditions. However, in both the SV -crossed and S\WP-
crossed conditions. the categorization shift was in the same direction as the other conditions.
Upon examining the categorization function for the SWP-crossed condition in Figure 2 and
the corresponding individual subject data in Table 2. it appears that the continuum end-
points for the S\WP-crossed condition were not identified very accurately compared to the
other conditions. Given that the data analysis for the majority of subjects in this condition
vielded crossover point values that were beyond the range of the 20-item stimulus contin-
uum, we decided to replicate this condition using a training procedure in order to ensure
that the endpoint stimuli for the continuum were identified properly. In this manner, we
could ensure that crossover point values within the range of the continuum could be obtained.

The training procedure that was instituted consisted of randomly presenting continuum
stimuli with subjects receiving feedback about the correct AXB choice. First, 100 repetitions
of the “stimulus 1" and “stimulus 20" endpoints were presented. for a total of L0 trials.
Then. 50 repetitions of these two endpoints plus 501 repetitions of “stimulus 6™ and “stimulus
157 were presented. for a total of 200 trials. Finally, after this preliminary training. all of
the continuum stimuli were then presented for test without feedback.

Insert Figure 3 about here
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Table 2

Individual subjects’ category crossover point values for the steady-state (SS) and time-varying
(TV) continua for all conditions in Ezpertment 2. The overall mean crossover values and
standard deviations (slope values) for each condition are also displayed.

—-—.-——————————-—--a.————n-—--——-u—————————-—-p--—-—.n----—-—--———-———————an-————---

SV-crossed SWV-crossed SP-crossed SWP-crossed

Ss SS TV SS TV SS TV SS TV

1 6.2 13.3 9.2 13.0 13.1 13.56 -36.0 29.3
2 7.5 4.0 9.4 14.1 8.7 9.4 11.4 14.3
3 13.2 15.2 7.7 12.3 9.9 14 .1 -25.3 571.2
4 10.4 11.3 8.0 18.8 9.9 13.7 12.3 23.2
5 10.7 13.8 14.5 12.4 11.4 13.2 62.8 26.0
6 10.5 8.4 8.8 13.6 13.8 21.1 5.7 19.9
7 10.5 8.8 6.1 10.7 13.3 12.8 9.5 23.3
8 12.1 9.4 8.6 32.0 11.7 16.0 9.0 20.0
9 12.2 10.8 10.3 9.8 10.6 8.5 10.7 51.7
10 8.4 16.3 6.5 11.6 13.4 15.8 10.5 69.4
11 ke ;e e 2.5 11.3 9.9 9.5 13.0 44 .5
12 e ok ke " ke 8.7 11.3 9.9 27.0 10.0 19.4
Mean 10.2 11.0 8.4 14.2 11.3 14 .6 7.8 76.0
S.D -4 .7 -10.4 -9.3 -156.2 -6.3 -.2.4 -49.6 E.5
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Figure 3 displays the categorization functions for the SVWP-crossed condition and the
replication of the SWP-.crossed condition with training. The ANOVA showed that a signif-
icant effect of continuum was obtained for the S\WP-crossed replication F(1.7) = 14.6, p «
.01, with the mean crossover point value greater for the time-varying continuum compared
to the steady-state continuum (15.8 and 8.7, repectively). Thus, a significant rightward cat-
egorization shift was observed as in the SP-crossed and SWV-crossed conditions.

Discussion

The results obtained in Experiment 2 differ markedly from the results we obtained in
Experiment 1. First of all, in the S\WP.crossed condition, we observed a significant shift
in categorization responses in the opposite direction from that obtained in Experiment 1.
This result replicates \Williams’ finding using similar nonspeech stimuli. This finding demon-
strates that the perception of pitch in time-varyving nonspeech stimuli 1s dependent on an
integration of frequency information over the entire time-varying stimulus.

We also obtained a significant categorization shift in the S\W\V'.crossed condition in the
same direction as the shift in the S\WWP-crossed condition. This result demonstrates that
vowel categorization and pitch categorization were affected in a similar manner by the cross-
series manipulation. Thus, the perception of both pitch and vowel quality was significantly
affected by the context in which the judgement is made. The similarity of the effects ob-
served in the S\W\ .crossed condition and the effects observed in the S\WP-crossed condition
suggests that the processes or mechanisms operating on time-varving speech and nonspeech
signals are veryv similar.

For the SP-crossed condition, a significant categorization shift was also obtained. The
shift was in the same direction as the shifts obtained in the SWP-crossed and 3W\ .crossed
conditions. This result indicates that, under crossed-endpoint conditions, categorization of
vowels is similar regardless of whether vowel quality or pitch quality 1s used as the basis
for the categorization judgement. Furthermore, this result demonstrates that the pattern of
categorization is similar for both speech and nonspeech stimuli when pitch is used as the
dimension of categorization. Thus, the categorization shift obtained in the SP-crossed con-
dition provides evidence contrary to the conclusions of Williams regarding speech, nonspeech
processing differences

Finally, we failed to find a significant categorization shift in the S\'.crossed condition.
At first glance, this result seems inconsistent with both Wilhams' findings and with the
results we obtained in the other three conditions. However. the direction of the shift in
the SV-crossed condition was the same as in the other conditions. including the SP-crossed
condition in which the vowel pitch of the speech stimuli was judged instead of vowel color.
We have nn apparent explanation for the discrepency between specch and nonspeech vowel
conditions, other than to suggest that the context effects in the vowel conditions we have
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observed in the present study may be somewhat less salient under certain conditions.

The results we obtained in Experiment 2 using the cross-series manipulation differ from
those obtained by Williams (1986). The categorization shift in the S\WP-crossed condition
was similar in direction to the shift reported by Williams for his nonspeech pitch crossed
condition. However, the categorization shift we observed in our S\WV.crossed condition was
in the opposite direction from the shift obtained in Williams’ nonspeech vowel condition.
Given that we used identical stimuli and identical AXB testing procedures, the reason for
the difference in results between studies is not readily apparent. The only major difference
between studies were that we used an explicit post-test screening procedure to ensure that
subjects were processing the stimuli as speech or nonspeech. But, even if some of the sub-
jects in Williams’ nonspeech pitch crossed and nonspeech vowel crossed conditions heard
the stimuli as speech or nonspeech, respectively. it is still difficult to reconcile the differences
between studies. Thus, we can offer no reasonable explanation for the discrepencies ohserved
between our study and Williams' study at this present time.

General Discussion

The results of the present investigation call into question the hvpothesis that the per-
ceptual processes involved in extracting vowel information from a coarticulated context are
based on articulatory representations of speech. Given that perceptual compensation for
time-varying context was observed for both speech and nonspeech stimuli across vowel and
pitch categorization tasks. it seems reasonable to suppose that these results are due to gen-
eral processes and/or mechanisms related to the early encoding of auditory signals. Given
that the categorization of time-varving tone-analogs and coarticulated vowels was affected in
approximately the same manner by manipulations to the AXB task. it appears that the per-
ception of dynamic time-varving information contained in formant transitions leading into
and out of the steady-state regions of vowel and vowel-like sounds is performed by processes
that are integrative in nature. By integrative, we mean that computational-like processes
integrate over the frequency or spectral information contained in the time-varving stimulus
in order to produce pitch or vowel percepts, as the case may be. Given the pattern of re-
sults we obtained, we see no need for invoking processes related to articulatory knowledge
or processes involved in a specialized “speech mode” of processing to explain these findings
(Liberman et al., 1967; Liberman & Mattingly, 1985).

As noted earlier, Williams interpreted the absence »f context effects in his sinewave pitch
condition as evidence against an auditory-based account of vowel perception. Williams also
interpreted the differen:.es in cr.tegorization he observed between sinewave pitch and speech
conditions in the cross-series experiment as support for two distinct perceptual mechanisms.
one related to the auditory processing of nonspeech signals and one related to the process-
ing of human speech. The results we obtained in the present study failed to replicate hoth
findings reported by Williams. We believe that the present results raise questions about
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the major conclusions of his investigation. Our finding of context effects tn Experiment 1
suggests that the processes involved in categorizing complex time-varying nonspeech signals
and those involved in perceiving speech are probably verv similar and engage similar types
of perceptual mechanisms. In addition, our finding in Experiment 2 that the categorization
of sinewave pitch and vowels is affected in the same manner by crossing the AXB endpoints
provides further evidence for this conclusion.

An articulatory-based theory of speech perception would encounter severe problems in
attempting to explain why perceptual compensation was observed with sinewave stimuli em-
ulating speech. especially when post-test questionaires established that the listeners heard
or processed the sounds as nonspeech tones. An articulatory-based theory would also have
difficulty explaining why the perceptual eflects produced by the cross-series manipulation
were similar for both speech and nonspeech. Taken together. we believe that our results
are most compatible with an auditory-based account of perceptual compensation. Although
our results are consistent with an auditory-based explanation. an extension of these results
to characterize all the perceptual processes utilized in the perception of fluent speech may
be premature. Recently, a number of studies using nonspeech analogs of speech have shown
differences in performance when the stimuli are heard as speech instead of nonspeech (Bailey
et al.. 1977; Best et al.. 1981; Grunke & Pisoni, 1982; Ralston, 1986; Remez et al.. 1981;
Schwab. 1982; Tomiak et al.. 1987). Results of this kind appear to present problems for
purely auditorv-based accounts of speech perception. However, it is entirely possible that
general auditory processes perform some functions relevant to speech perception while other
functions require the involvement of a cognitive comporent. By a cognitive component, we
do not necessarilv mean that certain functions in speech verception require the involvement

of tacit knowledge of articulatory constraints or “inte; «stures.” For instance, it is pos-
sible that processing in a “speech mode” is related tc itive and,or attentional factors
that direct the perceptual system to process sequences ~ ,ounds as integral or separable

perceptual units (see Tomiak et al.. 1987). Such processes may be completely unrelated to
articulatory knowledge or constraints. Alternatively. the processing of auditory signals in a
“speech mode”™ may be related to attentional factors or strategies that weight the acoustic
cues present in the speech signal in different ways (see Massaro, 1987, Oden & DMassaro.
1978). This “weighting” may also have nothing to do with articulatory-related knowledge.
The results obtained in the present study are fully compatible with postulating the presence
of cognitive factors performing other functions in speech perception.

In summary, the present study provides new evidence suggesting that the processes em-
ploved in the perception of coarticulated vowels and dynamically time-varving sinewave
patterns appear to be quite similar, despite a recent report by Williams. The contextual
effects of consonantal formant transitions on vowe| perception obtained by Lindblom and
Studdert-Kennedy (1967) were replicated. The fact that we obtained effects of time-varving
context in both speech and nonspeech categorization suggests that the conclusions drawn
by Williams are not substantiated. Not only do our results argue that the perception of
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coarticulated vowels is not accomplished by an articulatory-based perceptual mechanism,
they also argue that an articulatory-based explanation of speech perception leaves much to
be desired. It would seem that a coherent articulatory-based theory accounting for speech
perception in general should always require differences to be exhibited when performance
between speech and nonspeech analogs of speech is examined. When the present findings
are taken together with other research demonstrating that various perceptual phenomena
found for speech are also found for nonspeech analogs of speech (Miller et al., 1976; Pisoni.
1977; Pisoni et al., 1983), one is compelled to seriously entertain the proposal that while
there may be important differences in perception and sound generation between speech and
nonspeech sounds, there also appear to be many similarities as well. Our results provide
further support for the proposal that some aspects of speech perception are accomplished
by general-purpose processes related to the encoding of auditory signals and the perception
of complex auditory patterns.
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We are interested in your reactions to the stimuli that you listened to
Please answer the following questions as
Your responses to these questions will be very

during the experiment today.
thoughtfully as possible.

Appendix A : ~

Post-test Information Questionaire

helpful to us in our research program on auditory perception here in the

Psychology Department.

for each question. Thank you.

1.

N

A ;bW

10.

11.

12.

13.

14.

15.

The stimuli sounded like sounds yelping dogs might make.

The stimuli sounded like they could be used as voices in

a computer video game.

The stimuli sounded like vowels that a talking robot might say.
The stimuli sounded like tones from a musical synthesizer.

I have never heard sounds like these before this experiment.

I have heard these sounds before in a previous experiment in
this or another lab.

The stimuli sounded like good approximations to human vowel
sounds.

The stimuli sounded like vowels, but of poor quality compared
to human vowels.

The stimui sounded like they came from a wind-up doll.

1 made my responses to the stimuli by matching the pitch of the
second sound to the first and third sounds.

I made my responses to the stimuli by matching the vowel in the
second sound to the vowel in the first and third sounds.

The stimuli sounded like tones that you get in tests of your
hearing.

When listening to the stimuli, I did not hear them as vowels

at all.

The sounds I heard were very unnatural, but they did sound like
vovels L. me.

The sounds 1 heard sounded like they were vowels from a foreign
language.
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Please circle the appropriate yes or no answer

Yes
Yes
Yes
Yes
Yes
Yes

Yes

Yes
Yes

Yes

Yes

Yes

Yes

Yes

Yes

No
No
No
N~
No
No
No

No
No

No
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Abstract :

A two-stage model of vowel normalization is proposed and tested. In the first stage,
the harmonics in the region of the first oral resonance (F1) and fundamental frequency
(F0) are auditorily iniegrated. In the second stage, information concerning estimated
formant ranges for the speaker is utilized in evaluating formant values. A process of
range estimation is proposed in which formant ranges are estimated upon the basis of
cues to speaker-identity both internal to the vowel (F0) and in the phonetic context
of the utterance. In Experiment 1, subjects identified words from two “hcvod”-“hud”
continua - one with low F0 (100 Hz) ard one with high F0 (150Hz). The words were
presented in two conditions - in isolation and embedded in one of two different carrier
phrases. In a pretest it was found that the intonation pattern of the carrier phrases
virtually eliminated the speaker differences for the two levels of FO while retaining the
fundamental frequency differences that the words had in isolation. There was a shift in
identification as a result of the change in F0 for both the words presented in isolation
and for the words presented in intonational contexts, however, the shift was not as
great when items were presented in context. Experiment 2 was conducted as a test
of the possibility that presentation in a carrier phrase influences vowel normalization,
regardless of the degree of speaker difference from one context to the other. Tokens from
the “hood”-“hud” continuum were again presented in isolation and in carrier phrases.
Again, there were two levels of FO (130 Hz and 150 Hz) and two types of intonational
contour. In this experiment the high and low F0 items in carrier phrases and in isolation
had the same degree of speaker-identity difference (as determined in the pretest). The
effect of FO upon vowel identification in this experiment was of the same magnitude
in both the coniext condition and the isolation condition. This was taken to mean
that the results of Experiment 1 were due to the speaker-identity differences of the
tokens and not merely to an effect of being presented in a carrier phrase. Experiment 3
involved the presentation of vowels from the “hood”-“hud” continuum in two different
intonational contexts which were judged to have been produced by different speakers
even though the FO of the test word was identical in the two contexts. There was a
shift in identification as a result of the intonational context which was interpreted as
evidence for the role of speaker identity in vowel normalization.
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Intonational Context and FO Normalization

Of all of the hearer’s accomplishments in perceiving speech, one of the most important is
the ability to adjust to different talkers. In this paper I report the results of three experiments
which examine the role of FO in vowel perception. 'Discovering how it is that hearers use
FO in the processes involved in vowel perception will provide important clues concerning
the ways in which hearers adjust to different talkers. There are two kinds of computational
models of vowel normalization: range normalization and F0 normalization. There is also
perceptual evidence which suggests that hearers utilize perceptual processes analogous to
both of these computational approaches in normalizing for speaker differences.

A djusting to Talkers: Two Approaches

One computational technique for classifying vowels produced by different talkers is called
range normalization (Gerstman, 1968; also see Nearey, 1978)." Gerstman’s (1968) method
for performing raage normalization involves scaling vowel formant measurements for a par-
ticular speaker to some standard scale. In order to perform this scaling operation, it is
necessary to know the range of values which are possible for the particular speaker. In the
example used by Gerstman, the minimum and maximum values of each formant for each
speaker in the Peterson and Barney (1952) database of vowel formant measurements served
to define the formant ranges for each speaker. Once the ranges for the formants for a par-
ticular speaker have been determined, it is possible to express the formant measurements
relatively rather than absolutely. So, for instance, if we find that the F1 measurements for
a particular speaker range from 300 Hz to 600 Hz then the range normalized value for an
F1 of 450 Hz will be 0.5 (with 300 Hz being 0.0 and 600 Hz being 1.0). By converting
the formant measurements to range values, Gerstman found that the differences between
individual speakers were greatly reduced while vowei distinctions were maintained.

As an hypothesis about speaker normalization in perception this approach suffers an ob-
vious problem. Hearers do not have any exact knowledge of the formant ranges for each new
person that they listen to, and more importantly, hearers seem to perform vowel identifica-
tion perfectly well even when the identity of the speaker is unpredictable from trial to trial
(Verbrugge et al., 1976). Gerstman (1968) suzgested that in order for a range normaliza-
tion algorithm to work, the speech to be identified should be preceeded by examples of the
corner vowels [i], [u], and [a] as a means of establishing the formant ranges for a particular
speaker. The fact that hearers do not necd such range-se.iing tokens is an indication of the
inadequacy of the approach as a model of human vowel normalization.

Having said this, let’s look at some evidence which seems to indicate that range normal-
ization does take place in perception. Ladefoged and Broadbent (1957) found that subjects’

INearey’s (1978) constant ratio hypothesis is essentially a range normalization procedure in which the
tange is determined by a single vowel (hence “point normalization™).
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identifications of test vowels could be influenced by the vowel formant values of a preceeding
context. This influence is just what one would expect if the hearer performs some sort of
range normalization. The vowel formants in the preceding context provide for the hearer
an indication of the range of the speaker’s vowel formant values (which are determined to a
large extent by the length of the speaker’s vocal tract, the longer the vocal tract the lower
the vowel resonances). Thus, the expected range of the speaker’s formant values influences
the hearer’s identification of the test vowel. This has been called “vocal tract normalization”
because it seems that the hearer is evaluating the vowel formants by reference to the per-
ceived length of the speaker’s vocal tract. Vocal tract normalization has been demonstrated
in a number of other studies using natural speech (van Bergem, et al., 1988), isolated point
vowels instead of a context phrase (Ainsworth, 1975, Nearey, 1978), and sinewave analogs of
speech (Remez, et al., 1987).

From these studies, it is clear that hearers can estimate a speaker’s formant ranges by
reference to the formant values of vowels in a preceding context. Formant range information
need not be supplied by preceding context, however. It is possible that hearers use vowel
internal information to estimate the ranges of a speaker’s formants. Although it is not pos-
sible to determine a speaker’s formant ranges exactly from a single syllable, there are clues
to be found within the vowel that can give some indication of the speaker’s characteristic
formant ranges. By using FO and perhaps glottal source characteristics as an indication of
vocal tract size, it may be possible for the hearer to estimate the speaker’s formant ranges
from phonetic information within an isolated syllable. Thus, a type of range normalization
may take place in the perceptual processing of isolated vowels.

The second basic approach to modelling vowel identification behavior has also made use
of FO information, but in a quite different way. The work of Svrdal and Gopal (1986) is
representative (see also Miller, 1987; and Hillenbrand and Gayvert, 1987). In this approach,
vowel classifications are not determined by the absolute values of the vowel formants, but
rather by the relative values of the formants and F0. Thus, the traditional vowel feature
“openness” 1s determined by the F1/F0 ratio, the feature “compactness” is indicated by
the F2/F1 ratio, and the F3/F2 ratio is used to determine whether the vowel is “front” or
“back”. Clearly, in this strategy, each vowel token contains all of the information necessary
to perform normalization. In this way, it 1s possible to perform speaker normalization for
a given token without explicitly identifying vowel formant ranges as is necessary in a range
normalization procedure. Since it has been suggested that the harmonics in the F1 region
and F0 may be auditorily integrated (Traunmiiller, 1981; Sussman, 1986). , I will call this
approach “auditory F0 normalization”.

As with the range normalization approach, there is perceptual evidence that seemns to be
consistent with the auditory F0 normalization model. Chiba and Kajiyama (1941) concluded
from a study of the perception of vowels which were reproduced at varying playback speeds
that the ratios of the formants are the crucial cues for vowel identity (as opposed to the abso-

84



lute locations of spectral peaks). This formant ratio hypothesis was also sugé\ested by Potter
and Steinberg (1950) and more recently by Nearey (1978). Potter and Steinberg suggested
that “within limits, a certain spatia! pattern of stimulation along the basilar membrane may
be identified as a given sound regardless of position along the membrane”(p. 812). Thus,
speaker normalization might have an explanation in terms of the auditory coding of vowels
independent from any higher-level “adjustment to talker” process.

Traunmiiller (1981) found that, in the identification of single-formant vowels, the percep-
tion of openness seemed to depend upon the ratio of F1 to F0. Shifts in degree of openness
occurred at about the same value of F1/F0 ratio for vowels with F0 from 150 to 350 Hz. In a
second experiment he demonstrated that shifting FO and F1 (in five-formant vowels) equally
along a modified ionality scale did not greatly change perceived openness, while shifting F1
alone (in a third experiment) resulted in category shifts. Finally, he varied FO alone and
found a shift in perceived openness similar to findings reported by Miller (1953), Fujisaki and
Kawashima (1968) and Slawson (1968). Unlike previous researchers, however, Traunmiiller
explains the FO normalization process as auditory in nature rather than as a higher-level
perceptual process.

Traunmiller’s description of the auditory process of FO normalization makes reference
to the “centre of gravity” effect reported by Chistovich et al. (1979). They found that
when the interval between two formants (in two-formant vowels) is less than 3 to 3.5 Bark,
a single-formant vowel which is judged to match the quality of the two-formant standard
has F* (the single-formant) such that F1<F*<F2. However, when the interval between F1
and F2 exceeds 3 Bark, F* is no longer positioned between the two formants of the standard
but ralher is adjusted to match the F2 of the standard. Chistovich et al. hypothesized
that this pattern of response is the result of an auditory process. They proposed that vowel
perception involves a second frequency integration process, after the first integration over
critical band intervals (see Zwicker, 1961 and Scharf, 1970). This second stage of spectral
smoothing is hypothesized to extend over a range of 3 to 3.5 Bark. Traunmiller (1981)
hypothesized that the role of F0 in the perception of vowels arises from the integration of
the lowest harmonics and the harmonics arcund the first formant into one “centre of grav-
ity”. Thus, as FO increases and the lowest harmonics move closer to the F1 region, they
play a greater role in the estimation of the spectral peak for F1. As a result, the perceived
F1is drawn down toward F0 even when the actual resonance of the vocal tract remains fixed.

One crucial difference between the range normalization approach and the auditory F0
normalization approach is that the first makes reference tn the identity of the speaker while
the second does not. Thus, according to the range normalization approach, if & hearer
identifies two utterances as having been produced by different talkers (who have different
vocal tract sizes), then the perceived quality of vowels which have identical FO and identical
formant values will be different because of the different expected formant ranges. Alterna-
tively, the auditory FO normalization hypothesis predicts that if FO and t'| are the same,
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the perceived vowel quality will not be affected by speaker differences. Of coburse, it is also
possible that both auditory FO normalization and range normalization take place (Slawson,
1968). The model that seems to be indicated by the perceptual literature reviewed above
is one that involves two stages of normalization: first, an auditory F0 normalization process
which results from the auditory irtegration of F0 and F1, and second, a range normalization
process in which vowel formants are interpreted by reference to perceived speaker identity
(perceived vocal tract length). It is also possible that tie estimation of a speaker’s formant
ranges may be accomplished both by reference to preceding vocalic context and vowel inter-
nal speaker information (particularly F0).

This dual-process view of normalization fits inwo a more general view of speech percep-
tion that includes an auditory stage of information extraction and a phonetic stage of
information integration. At the auditory stage, basic features of the signal such as F0,
formant peaks’ and vowel duration are extracted. It ;: hypothesized that the process of
formant peak extraction involves a smoothing of the frequency spectrum along the lines
suggested by Chistovich et al. (1979). FO may influence perceived F1 =t this stage of pro-
cessing by playing a role in the “centre of gravity” for F1 as proposed by Traunmiiller (1981).

The phonetic stage of the model consists of processes of information integration. At this
stage, various basic features are interpreted by reference to other basic signal dimensions
(e.g. vowel quality by reference to vowel duration) or by reference to situational dimensions
(e.g. vowel duration by reference to speaking rate). In the perception of isolated syliables
an estimate of the situational dimension “range of formant values” (or “length of speaker’s
vocal tract”) may be derived from the fundamental frequency of voice.?

Models that take into account both auditory and phonetic levels of processing. such
as the one proposed here for vowel normalization, have proven useful in the description of
consonant perception (Sawusch, 1977, Sawusch and Nusbaum, 1983) and vowel perception
(Sawusch, Nusbaum and Schwab, 1983; Fox, 1985). There is no reason to believe that vowel
normalization does not also involve both auditory and phonetic levels of ProCessing.

The fact that there is perceptual evidence for both auditory FO normalization and range
normalization seems to require a two-stage model. However, the evidence which has been
taken to support the auditory FO normalization approach confounds F0 information with
speaker information. In all of the studies that have demonstrated an F0 normalization effect
(Miller, 1953; Fujisaki and Kawashima, 1968; Slawson, 1968 and Traunmiiller, 1981), the
vowel sounds to be identified have been presented in isolated syllables with different levels

*Whether or not formant peaks are important in vowel perception is a controversial issue. Those in
favor of a whole spectrum approach include Papgun (1980), Bladon (1982), Plomp (1975). Evidence for the
importance of formant peaks as opposed to whole spectrum representation is provided by Chistovich (1985),
and Assman and Summerfield (in press).

3Clearly, speaker identity depends upon more than just F0, however, when formant values are ambiguous,
FO0 may be the primary cue (see Carrell, 1984).
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of FO. Since the only stimulus variable which changes from one condition to*the next is F0,
it is natural ‘o talk about changes in perceived vowel quality as a function of F0. It seems
likely, however, that confounded with the differences in FO were also differences in perceived
speaker quality, because F0 is a strong cue for speaker identity (Carrell, 1984). Thus, it
would be possible, from a range normalization point of view, to consider the changes in
perceived vowel quality to be a function of speaker identity.

In the experiments reported here, I attempt to separate (1) changes in vowel quality due
to changes in FO and (2) changes in vowel quality are due to changes in speaker characteris-
tics. To do this, | embedded test words in carrier phrases. Manipulation of the intonational
contours of the phrases allowes for a certain degree of control over perceived speaker identity.
This manipulation makes use of the fact that, in natural settings, hearers are confronted (1)
with speech from the same talker in which F0 is variable and (2) with speech from different
talkers in which FO rarges overlap.

Experiment 1 involved the presentation of tokens from a “hood”-“hud” continuum in
carrier phrases with intonational contours that sounded like they had been produced by the
same talker, even though the FO of the test words was, in one contour, 150 Hz and, in the
other, 100 Hz. The experiment thus avoided confounding speaker identity with FO. Exper-
iment 2 addresses the question of whether simply embedding test words in an intonational
context affects vowel identification behavior indepenently from the F0 or speaker-identity
of the tokens. Identification functions for vowels in a carrier phrase an in isolation were
compared when both the rontext and the isolated words were equated for speaker-identity
and FO. Experiment 3 involved the presentation of the “hocd”-“hud” continuum in carrier
phrases which were judged to have been produced by different talkers wkile the FO of the
test word was identical in the two phrases.

Experiment 1

In Experiment 1, the F0 of synthesized test tokens along a continuum from [had] to
[had] was set at 100 Hz for one version of the continuura and 150 Hz for another. The
test tokens were presented in a forced-choice identification task either in isolation or as the
last word in one of two carrier phrases. The phrase “this is hVd” was synthesized with a
rising intonational contour (question intonation) or a falling intonational contour (statement
intonation). The 150 Hz tokens were embedded in the rising intonational context and the 100
Hz tokens were embedded in the falling intonational context. The two carrier phras~s were
judged 1n a pretest (see Appendix) to have been produced by the same speaker. Isolated test
words with F0O of 100 Hz and 150 Hz were classified in the pretest as having been produced by
different speakers. Use of intonational contexts made it possible to separate speaker-identity
from ¥0.% The items in isolation differed both in FO and in speaker-identity and therefore

In using the term speaker-identity 1 do not mean to imply that the hearers attributed the same speaker
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any shift in vowel identification from high FO to low F0 could be due to*both aud:try
F0 normalization and range normalization. The items presented in an intonational context
differed in FO but not in speaker identity, therefors these tokens provide a test of the auditory
explanation of FO normalization in which F0 is not confounded with speaker-identity. This
experiment is also a test for the existence of a range normalization process because the only
difference between the items in isolation and the items in intonational context is one of
speaker-identity. If there is a range normalization process that makes reference to speaker-
identity, I predict that there will be a greater shift in vowel identification for items presented
ir 1solation than for items presented in context.

Method

Subjects. Twenty undergraduate psychology students at Indiana University (5 males, 15
females) served as subjects in the experiment. They received partial course credit for their
participation. All subjects reported no history of speech or hearing disorder, were naive to
the purpose of the experiment and participated in a single one hour session.

Materials. A seven step [had]-[had] continuum was synthesized once with F0 of 100 Hz
and again with FO at 150 Hz. Formant values of the vowels in the continuum are given in
Table 1. The endpoints of the vowel continuum had formant values between the average
values reported for male 4] and female (@] as reported by Peterson and Barney (1952) and
so were ambiguous with regard to speaker sex. The steps in the continuum were equally
spaced in Bark.

Insert Table 1 about here

The [hVd] words were synthesized in isolation and in the intonational contexts indicated
in Figure Al in the Appendix. The 150 Hz tokens were presented in the rising intonational
contour which was used as the standard in the pretest while the 100 Hz tokens were synthe-
sized in the falling intorational context which in the pretest was judged to be most similar
in speaker-identity to the standard (75% “same” judgements). The tokens were steady-state
vowels {200 ms) in the consonantal environment [hVd]. Duration of the /h/ portion was 60
ms. The final transitions to /d/ had a duration of 30 ms. Overall duration of the test words
was 290 ms. As with the vowel formants of the test tokens, the formant values for [1] in the
carrier phrase (“This is .__") were chosen so as to be ambiguous between values typical of
males and females (F1 = 456, F2 = 1740, F3 = 2796). “This” was 415 ms long, with a 210

qualities to the voices they heard (such as “tall”, “heavy”, etc.) 1 merely mean that in the pretest subjects
classified two synthesized phrases or words as having been produced by the same speaker, or by different
speakers. This operational definition is adequate for the purpose at hand.
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Table 1 -

Formant values of the test tokens used in Ezperiments 1-3.

Token # 1 2 3 4 5 6 7
F1 474 491 509 526 543 561 578
F2 1111 1124 1137 1150 11€3 1176 1189 '
F3 2416 2424 2432 2440 2448 2456 2464
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ms steady-state []. “Is” was 195 ms long, 90 ms of which was the vowel. Overall duration
of the phrase (including the test word) was 900 ms.

Procedure. The experiment was conducted on-line using a PDP 11/34 computer at the
Speech Research Laboratory at Indiana University. Tokens were played at 10 kHz, low pass
filtered at 4.8 kHz, and presented binaurally over matched and calibrated TDH-39 head-
phones at a peak SPL level of 85 dB. Subjects were run in groups of up to six at a time,
and reaction time as well as response data were collected. Labels for the response buttons
used by subjects were displayed on a CRT at eye level and the association between response
categories and buttons was switched on successive blocks.

Half of the subjects heard the isolated tokens and half responded to the tokens in in-
tonational context. Each token was presented 10 times and the order of presentation was
randomized.

A between subjects design was used with presentation type as a grouping variable. Each
subject responded to 140 presentations (7 tokens X 2 F0 levels X 10 repetitions).

Results and Discussion®

The vowel identification data (Figure 1) were analvsed in a repeated-measures analysis
of variance. The between subjects factor was PRESENTATION TYPE (items in isolation
vs. items in intonational context), and the within subjects factors were: TEST WORD Fo
(high = 150 Hz vs. low = 100 Hz) and TOKEN NUMBER (see Table 1). The TOKEN
NUMBER and FO main effects were significant [F(6,108) = 68.53 and F(1,18) = 39.06,
respectively, both p < 0.001]. The TOKEN X PRESENTATION TYPE and TOKEN X
FO inte' ictions were significant |F(6,108) = 5.15 and F(6,108) = 4.87, respectively, both
p < 0.001]. As can be seen in Figure 1, PRESENTATION TYPE and F0 level affected the
ambiguous middle tokens in the continuum more than they did the continuum endpoints.
It is also clear from Figure 1 that the F0 effect was greater when items were presented in

isolation than when the test words were presented in context. This interaction (PRESENTA-
TION TYPE X F0) was significant [F(1,18) = 10.04,p < 0.01]. The three way interaction

*Reaction time data were collected, but they do not particularly bear on the hypothesis under consider-
ation. A brief discussion of the general pattern of this data will be given here. This pattern was observed
in all three experiments in this study. The reaction time data for the isolated tokens conformed with the
pattern found by Pisoni and Tash (1974) (ambigous items were identified more slowly than unambigous
items). The reaction times to the items in context were on average faster than to the items in isolation and
were undifferentiated across the continuum (no difference between ambiguous and unambiguous items). This
conforms to the prediction of Egan (1948) that context serves to allow subjects to prepare for a response.
The lack of differentiation between items in the continuum can then be interpreted as a floor effect. Since
these considerations do not help in separating the hypotheses under consideration no further analvsis of
reaction time data was performed.
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(FO X PRESENTATION TYPE X TOKEN) was not significant [F = 1.37].*

Insert Figure 1 about here

Percent “hood” responses averaged across all tokens are presented in Table 2. The values
in this table make it possible to estimate the relative magnitudes of the two perceptual pro-
czsses (auditory FO normalization and range normalization). An auditory F0 normalization
effect can estimated from the degree of shift that remains when speaker differences have
been eliminated. This is the value for A HL in the context condition (a difference of 17.86%
“hood” responses). Note, however, that in the pretest these two contexts were not judged to
be the “same” speaker 100% of the time, so part of this difference between the two levels of
F0 may be some residue of speaker-identity difference. The range normalization effect can
be estimated by the degree of difference between the shift for items in isolation versus the
shift for items in context (AA HL) in Table 2. These data indicate that the shift in vowel
identification when FO is changed from 150 Hz to 100 Hz for tokens presented in isolation
can be divided into auditory FO normalization and range normalization at a ratio of about
1/2 (17.86/36.7). In other words, about 1/3 of the shift can be attributed to auditory F0
normalization and about 2/3 of the shift is due to range normalization.®

Insert Table 2 about here

In order to compare the auditory FO normalization effect observed here with the F0 nor-
malization effects reported elsewhere, the degree of boundary shift in the context condition
was calculated in terms of %F1 shift per doubling of FO. Fifty percent crossover boundaries
were calculated by linear interpolation from the identification functions in Figure 1. The
boundaries corresponded to F1 values of 511 and 536 Hz for the low and high F0 continua,
respectively. The %F1 shift per 100% shift in FO (calculated by formula (1)) was 9.8%. This
is on the low end of the 10% to 20% per doubling FO reported by Nearey (1987). This is
consistent with the hypothesis that the FO normalization effects reported previously include
both an audito:, and a phonetic component. I would expect a lower estimate of the role of
F0 in vowel identification when F0 is separated from speaker-identity as has been done here.

(1) ((AF1/Flig)/(AF0/ FO04)) x 100
Fliou 15 the lower of two F1 boundaries and F0 _ ic the lower of the two FO
values used as independent variables in the experiment.

et

GAs will be demonstrated in Experiment 3, these estimates of the effects cannot be taken as wbsolutes.
In particular, the magnitude of the FO effect for the isolated condition is probably increased by a vontrast
effect (Johnson, 1988).
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Table 2 | :

Results of Ezperiment 1. Percent “hood” responses are shcwn for the high and low F0
tokens in isolation and in an intonational context. A HL is the difference between the
% “hood” responses to the two FO levels and AA HL is the difference of the differences.

FO = 150 Hz 100 Hz | A HL
Isolation | 73.70 19.14 | 54.56
Context | 55.86 38.00 | 17.86

AA HL | 36.70




It is possible, though, that the effects for presentation type found here involve something
other than speaker-identity. It may be that the perception of a vo~#l continuum will be
constrained by the presence of a preceding context in ways other than the simple speaker-
identity measure identified in the pretest. To investigate the possibility of the presence of
some unforeseen confounding influence, an experiment was conducted in which the speaker-
identity scores and the FO values of isolated tokens and intonational phrases were matched.
If there is some effect for presentation in a contsxt in addition to these two factors (F0 and
speaker-identity), I would expect this experiment to reveal a difference for these matched

phrases and words.

Experiment 2

In Experiment 2, subjects identified vowels from “hood”-“hud” continua which were syn-
thesized at steady-state FO levels of 130 and 150 Hz. The tokens were also presented in
intonational contexts which were classified in the pretest as having been produced by the
same speaker 40% of the time. The tokens in isolation were classified as having been produced
by the same speaker 51% of the time. Thus, in this experiment I expect the contribution
of speaker-identity difference to be roughly equal for the two presentation conditions, and
of course, I expect the contribution of FO differences to be the same whether the tokens are
presented in isolation or in a phrase.

Based on the results of Experiment 1 the following predictions are possible: (1) since
speaker-identities are roughly equal in the two presentation conditions we predict that the
degree of shift due to changing F0 will be roughly the same whether the items are presented in
an intonational context or in isolation and (2) since both presentation types include speaker
differences as well as FO differences we predict that the degree of shift in F1 boundary, as a
function of FO doubling, will be greater for these data than was the shift in F1 boundary for
the items in context in Experiment 1 (where speaker differences were reduced to a minimum).

Method

Materials and procedure were identical to those in Experiment 1, the only change being
that instead of tokens synthesized at 100 and 150 Hz (with their respective intonational con-
tours from the pretest) the tokens used in this experiment were synthesized with FO of 130
and 150 Hz. The subjects (8 males and 12 females) were native American Enghsh speaking
students at Indiana University. They reported no history of speech or hearing problems.
Fifteen of the subjects received partial course credit for their participation and five were
paid a small sum for participating.
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Results and Discussion .

Data were submitted to a repeaied measures ANOVA with beiween subjects factor: PRE-
SENTATION TYPE (isolated or in context) and within subjects factors: TEST WORD F0
(high or low) and TOKEN NUMBER. There were ten subjects in each group. There was
a main effect for TOKEN 'UJMBER [F(6,108) = 157.48,p < 0.001]. The FO main effect
and the FO X TOKEN interaction were aiso significant {F(1,18) = 13.82,p < 0.01] and
[F(6,108) = 5.42,p < 0.001], respectively. As illustrated in Figure 2, the FO X TOKEN in-
teraction occurred because there was a boundary shift in response to the change in FO level.
Note also that, as predicted, presentation tvpe did not play a role in subjects’ identification
responses.

Insert Figure 2 about here

The fifty percent crossover boundaries on these functions correspond to values of F1 of
535.8 and 517.9 Hz for the high and low F0 continua, respectively. Expressed relative to the
degree of FO shift in this experiment, this F1 shift corresponds to a 22.5% increase in F!
boundary per doubling of F0. This value is markedly greater than the degree of shift found
for the items in carrier phrases in Experiment 1 and conforms to the predictions of a model
of vowel normalization in which both FO level and speaker identity play a role.

The fact that there was no context eflect in this experiment indicates that the data in
Experiment 1 for the items presented in carrier phrases reflect the operation of a process
sensitive to speaker-identity, not simply an effect of presentation type (items in isolation
versus items in a carrier phrase).

Experiment 3

In this final experiment, subjects identified vowels from the “hood”-“hud” continuum
that were synthesized in carrier phrases which had intonational contours such that the items
sounded like they had been produced by different speakers (a high-pitched voice making
a statement and a low-pitched voice asking a question). The characteristic of the carrier
phrases which is of most interest here 1s that they had 1dentical test-word FO. The situation
created by the use of these carrier phrases 1s one in which speaker-identity varies as a result
of the FO of the carrier phrase while test word F0 is held constant. If vowel normalizat:on
involves only an auditory F0 normalization process I would expect to find no difference 1n
vowel identification as a result of placing the test words in these contexts. If, on the other
hand, there is a process of range normalization (which involves the use of F( to estimate the
vowel formant range) I would predict that there will be a shift in vowel identification such
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that vowels produced by the higher-pitched voice will be identified more often as “hood”
than the vowels produced by the lower-pitched voice. Thus, the prediction of the range
normalization hypothesis is that the items in the falling intonational context (higher overall
pitch range) will be identified as “hood” more often than the items in the rising intonational
context.

Method

Subjects. Nine undergraduate psychology students at Indiana University (5 female, 4
male) served as subjects. The subjects ..ad noi participated in the previous experiments and
were naive as to the purposes of the study. They all reported no history of speech or hearing
disorder, were native speakers of American English, and received partial course credit for
their participation.

Materials. The “hood”-“hud” vowel continuum which was used in Experiments 1 and 2
was also used in this experiment. The F0 of the test word was, in both intonational contexts,
150 Hz. Two different versions of the phrase “This is hVd" were synthesized. In the rising
version, FO started at 105 Hz and dipped to 95 Hz during “this” and then rose to 150 Hz
by the start of the test word. The falling contour started at 185 Hz, rose to 240 Hz during
“this”, and then fell to 150 Hz by the start of the test word. The intonational contours are
shown in Figure Al in the Appendix. In the pretest these contours were identified as having
been produced by the same speaker only 10% of the time. Tke falling contour sounded like
a talker with a high-pitched voice making a statement and the rising contour sounded like a
talker with a low-pitched vcice asking a question.

Procedure. The procedure was identical to that used in Experiments 1 and 2 except that
there was not a manipulation of presentation type. Only items in intonational contexts were
presented.

Results and Discussion

A two way repeated measures ANOVA was performed on the identification data. The
factors were TOKEN NUMBER and INTUNATIONAL CONTEXT. As expected the TO-
KEN main effect was significant [F(6,48) = 80.9,p < 0.001]. There was also a significant
main effect for INTONATIONAL CONTEXT [F(1,6) = 13.15,p < 0.01]. Subjectsidentified
items in the falling context as “hood” 52.5% of the time while items in the rising context
were labeled “hood” only 44.9% of the time. Also, the interaction between the TOKEN and
CONTEXT factors was significant [F(6,48) = 5.10,p < 0.001]. As is indicated in Figure 3,
the context had an influence on how the ambiguous tokens (#3 and #4) were labeled while
the perceptual identities of the endpoints remained stable.
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Insert Figure 3 about here

The degree of shift in identification was estimated from the average “hood” responses
across all of the tokens in the two types of intonational context (the difference between the
%“hood” responses to the falling context and the rising context). The degree of shift in
identification (7.6% “hood” responses) is smaller than might have been expected from the
results of Experment 1 and the pretest. In Experiment 1, the difference between the %
“lood” responses to isolated test words and the % “hood” responses to ihe items in context
was 36.7%, and since, in the pretest, the degree of speaker-identity difference between these
intonational contexts was roughly equal to the degree of speaker-identity difference between
the isolated tokens used in Experiment 1, 1 would expect that the degree of shift in this
experiment wculd be about the same as the degree of shift associated with a range nor-
malization process in Experiment 1. This difference in results could have two explanations.
First, it may be that the measure of speaker-identity used in the pretest was not fine-grained
enough to give a sufficiently accurate measure of the perceived difference between talkers
(perhaps a multi-valued dimension would give a more accurate measure than the binary
dimension which was zctually used). Second, it is a possibility that the tokens in isolation
were subject to a larger contrast effect than the items in carrier phrases’. Whatever the
cause of the difference in magnitude between the two experiments, the general results from
both support a view of FO normalization that involves both an auditory ¥0 normalization
process and a range normalization process (which is sensitive to cues about speaker-identity).

The data of Experiment 3 are directly analogous to the data reported by Ladefoged and
Broadbent (1957). However, instead of signalling speaker-identity by shifting the formant
values of the carrier phrase (as was done by Ladefoged and Broadbent), the identity of the
speaker of these phrases was changed by changing the range of F0 in the carrier phrase. Both
studies demonstrate a range normalization effect. In one case, speaker-identity information
is present in the formant ranges of the carrier phrase, and in the other case, speaker-identity
information is present in the FO range of the precursor phrase.

Conclusion

In Experiment 1, I found evidence that suggests that when differences in perceived speaker
characteristics are reduced by the pitch range of a carrier phrase the degree of shift in vowel
identification is reduced but not eliminated. This was taken as evidence for both an audi-
tory FO normalization process (to account for the residue of shift in the vowel identification
functions) and a range normalization process (to account for the fact that reduction of
speaker-identity differences resulted in a reduction in the shift in the vowel identification

7Ja Johnson (1988) I report the results of two experiments which demonstrate the existence of a quite
large contrast effect in FO normalization for tokens presented in isolation.
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functions). In Experiment 2, it was shown that if items in carrier phrases dnd in isolation
are matched for degree of speaker-identity difference and FQ difference, the presentation of
items in carrier phrases has no impact on vowel identification performance. Experiment 3
demonstrated that speaker-identity differences alone are enough to cause a shift in vowel
identification performance. These results were taken as further evidence for the view that
FO normalization involves a range normalization process. The data of the third experiment
also suggest that estimated vowel formant ranges can be influenced by pitch range (with no
correlated change in formant range of the precursor phrase).

In the introduction, I suggested a model of vowel normalization which includes both
an auditory FO normalization process and a range normalization process. I also suggested
that a range estimation process may operate in the perception of isolated syllables in which
formant ranges are estimated from vowel-internal phonetic characteristics (particularly F0).
The results of the experiments reported here can be interpreted given this model of vowel
normalization. They cannot be interpreted, however, in a framework which does not include
reference to the perceived phonetic characteristics of the speaker.
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Appendix

This appendix describes a pretest which was conducied in order to determine speaker-
identity characteristics of the carrier phrases and test words which were used in Experiments
1-3. The pretest was designed to gather speaker-identity data which could then be used in
the design and interpretation of the experiments. A pair of tokeas (either two intonational
contours or two test words in isolation) were presented to subjects who were asked to classify
the items in the pair as having been produced by the same speaker or a different speaker.
The only acoustic parameter which was manipulated in the tokens was FO. Carrell (1984)
found that both FO and vowel formant range were strong cues for speaker identity. The
vowe] formants ‘which were used in synthesizing the tokens here were ambiguous between
those reported by Peterson and Barney (1952) for men and women. Thus, the perceived
identity of the speaker was easily modified by changes of F0.

Method

Subjects. Ten undergraduate students (7 males, 3 females) from Indiana Usaversity served
as subjects in the experiment. Each subject participated in a single one hour session, and
received partial course credit for their participation. They were all native speakers of Amer-
ican English and reported no history of speech or hearing disorders.

Materials. Sixteen versions of the phrase “This is hood” were synthesized. Fifteen of
these had failing intonational contours which ended at fifteen different FO levels (90-160 Hz
in 5 Hz steps). The sixteenth version had a rising intonational contour which ended at 150
Hz. The :ising contour can be transcribed in Pierrehumbert’s (1980) system of intonational
transcription as L*HH%, and the falling contours as H*LL%.® The fact that the last word in
the phrase had steady-state FO meant that the intontation patterns were somewhat stylized.
Formants of 1] in “this” and “is” were between the values for men and women reported by
Peterson and Barney (1952) (F1 = 456, F2 = 1740, F3 = 2796 Hz). The word “this” was
415 ms long and was clearly the nuclear syllable in the phrase. FO contours for all of the
intonational contexts are shown in Figure Al. '

Insert Figure Al about here

8In this transcription system E and L stand for relatively high and low FO levels, respectively and a
starred tone indicates a pitch accent (in this case the accent for the nuclear stress on “this”), the percent
symbol indicates that the tone 1s a “boundary tone” and the unmarked H or L is used to indicate a “phrase
accent” - a tone wlich occurs after a nuclear accent and filis up the time until the phrase boundary. The
intonation contours us.? here are the normal patterns for a simple statement (in the case of the falling
contour) or question (rising contout) in American English.
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Fifteen isolated “hood” tokens were synthesized at FO0 lev=ls from 90 to‘160 Hz in 5 Hz
steps. FO in all of the tokens was steady-state. As with the isclated tokens, the test word in
the intonational contours had a steady-state FO. One rising contour was also synthesized.
It ended with a steady-state FO of 150 Hz on the word “hood”.

Procedure. The experiment was conducted on-line on a PDP 11/34 computer at Indiana
University. Tokens were played 2t 10 kHz, low pass filtered at 4.8 kHz, and presented bin-
aurally over matched and calibrated TDH-39 headphones at a peak SPL of 85 dB. Subjects
were run in groups of up to six at a time, and reaction time as well as rerponse data were
collected. Labels for the response buttons used by subjects were displayed on a CRT at eye
" level and the response to butto1 association was switched for successive blocks to counter-
-balance for handedness effects in reaction time.

Subjects were asked to judge the relative identity of the speakers of the tokens in a fixed-
standard AX task. In this task one token is chosen as a standard against which the other
tokens are judged. The subject’s task is to decide whether the X token had been produced
by the same talker who had produced the A (standard) token. The standard was always
presented before the test toker. For both the intonational context items and the items in
isolation the standard test word had an F0 of 150 Hz. The rising intonation contour was the
standard for the intonational context items. The items were presented blocked according
to context type (intonational context versus test words in isolation) and the phrases were
presented to all subjects before the isolation items.

Results

The speaker classification results are shown in Figure A2. As is clear from the figure
there was a large interaction between the test word FO level and context conditions [F(1,14)
= 22.62, p < 0.001]. There were some large differences between subjects that indicate that
subjects adopted different strategies for the task. For instarce, one subject classified all of
the isolation items as having been produced by different talkers unless the FO of the test
item was 150 Hz (identical with the standard). For this subject, the task was essentially a
pitch matching task at which he was very successful. At the opposite extreme another sub-
ject classified all of the isolated tokens as having been produced by the same speaker. For
this subject, the task may have been one of identifying vocal tract characteristics or speaker
voice source differences which were not present in the tokens. All subjects exhibited the

same pattern of results for the context items (with varving degrees of internal consi-tency
and bias).

Insert Figure A2 about here
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within the intonational contours, the fixed standarsd test word had FO of 150 Hz.
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The FO of the test word in the falling intonation tokens which were judged to be most
similar to the rising standard contour is quite different from the F0 of the test word in the
standard context. The falling context token with test word FO of 100 Hz was Judged to be
most similar in speaker characteristics to the standard (75% “same” responses), while the
falling context token with test word FO identical to that of the standard was classified as
having been produced by the same talker only 10% of the timc. The items which were used
in Experiments 1-3 are indicated in Figure A2.
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Abstract )

Two experiments are reported which investigate the relationship t~tween printed
word frequency and subjective rated familiarity: Subjects performed a lexical deci-
sion task on words which were equated in printed frequency but differed in subjective
familiarity and on words which were equated in subjective familiarity but differed in
printed frequency. Robust effects of familiarity and frequencv were found for stimuli
presented visually (Experiment 1) and auditorilv (Experiment 2). Specifically, high fa-
miliar words were responded to faster than low familiar words and high frequent words
were responded to faster than low frequent words. The relevance of these results are
discussed for lexical access theories and the relative roles of frequencv and familiarity.
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Word Familiarity and Frequency in -
Visual and Auditory Word Recognition

Word frequency has been extensively studied in experiments designed to determine its
role in lexical access. The importance of word frequency is evidenced by the fact that many
models of word recognition have incorporated word frequency effects into their basic archi-
tecture (cf. Forster, 1976; Morton, 1969). For example, Forster's search model of lexical
access assumes that word frequency effects are at the level of organization of the search
process. In this model, lexical access involves searching a subsection of the lexicon based
upon partial lexical information (e.g. a syllable or morpheme unit). Each subsection or
“bin” is organized by frequency and lexical search is accomplished by a frequency organized
search in which high frequency words are checked against the input prior to low frequency
words. High frequency words must be searched through prior to low frequency words. One
consequence of this architecture is that low frequency words will take longer to access than
high frequency words. An alternative model. the logogen model of lexical access (Morton,
1969, 1982), assumes that the lexicon is activated directly and in parallel. In this model,
effects of word frequency are placed at the level of the response stage. Responses for high
frequency words are evoked faster than responses for low frequency worcs.

Although word frequency effects have had a major impact on the development of theories
of lexical access, two issues have recently been raised with regard to its role. The first issne
concerns whether the number of printed occurrences of a word, as measured by Thorndike
and Lorge (1944) and Kucera and Francis (1967}, is the best assessment of the representation
of frequency in the mental lexicon. It has been suggested that word familiarity, a subjec-
tive measure based on familiarity ratings. may be a more accurate measure. In a series of
experiments, Gernsbacher (1984) demonstrated that word familiarity can account for incon-
sistent interactions between word fr-yuency and a number of other lexical variables (bigram
frequency, concreteness and polysemy) reported in the lexical access literature, particularly
for low frequency words. This hypothesis was tested in a series of expariments with low
frequency words that varied orthogonally in subjective frequency ratings and either bigram
frequency, concreteness or polysemy. She found that familiarity ratings more accurately
predicted reaction times than, for exdmple, concreteness, in a lexical decision task. Gerns-
bacher suggested that experiential familiarity. as determined by subjective ratings, may be
a more sensitive measure than printed word frequency in that it may take into account all
encounters with a given lexical item. For example. familiarity measures may reflect exposure
to words from language production. as well as experience with auditory, visual, and written
forms.

The second issue revolves around task specific contributions to word frequency effects
(cf. Balota & Chumbley, 1984). Balota and Chumbley have argued that the lexical de-
cision task exaggerates the effects of word frequency. Specifically, these researchers pro-
posed that the lexical decision task involves an evaluation of the stimulus along a famil-
iarity /meaningfulness dimension which occurs after lexical access. They suggested that the
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familiarity/meaningfulness value for a given word is based on a quick, global assessment of
an item’s familiarity or meaningfulness. Given a familiarity/mesningfulness value, the item
is either quickly categorized as a word, quickly rejected as a nonword or undergoes further,
more detailed processing. It was argued that low frequency items were judged to be words
more slowly than high frequency iteins because the low frequency words were less discrim-
inable from nonwords along the familiarity/meaningfulness dimension. This assessment of
the lexical decision task contrasts with a great deal of research which has assumed that
lexical decision reaction times primarily reflect lexical access processes.

The experiments presented here were designed to investigate some aspects of the relation-
ship between word frequency and word familiarity. One specific purpose of experiments was
to determine whether familiarity and frequency reflect separate cc ponents of the lexical
access process versus an account of familiarity in which subjective ratings are assumed to
be a more accurate measure than frequency. In order to address this question, we utilized
stimuli which were varied in terms of word frequency and familiarity (see also Nusbaum &
Dedina, 1985). Following Nusbaum and Dedine, a number of considerations are relevant in
order to manipulate the vaiiables of frequency and familiarity. There are very few. if any,
high-frequency/low-familiarity words. That is, words with high printed frequency generally
receive high familiarity ratings. In contrast, there are a number of words with low printed
frequency which receive a wide range of familiarity ratings. In order to measure familiarity
effects for words with similar printed frequency, groups of low-frequency words were chosen
that differed in terms of rated familiarity. Similar to Nusbaum and Dedina (1985), we expect
that highly familiar words will be responded to faster than low familiar words matched in
terms of printed frequency in a lexical decision task. We were also interested in determining
the sensitivity of the familiarity variable. Accordingly, we selected stimuli from a broad
range of rated familiarity and formed four subgroups of items according to relatively small
differences in ratings. In order to determine whether word frequency effects exist when fa-
miliarity is held constant, a fifth group of high frequency words were chosen. For this high
frequency group, the distribution of familiarity ratings was comparable to the low frequency
group with the highest rated familiarity.

A comparison of high and low frequency words equated for familiarity allows a sec-
ond issue to be addressed. Specifically, if the lexical decision task contains a post lexical
meaningfulness/familiarity asscssment, are frequency effects still evident when meaningful-
ness/familiarity (as measured by subjective familiarity ratings) is equated for high and low
frequency words? According to Balota and Chumbley’s model of lexical decision, lexical items
which are equated in terms of familiarity would underge similar familiarity/meaningfulness
assessments. As a consequence, any inflaticn of the frequency effect due to the post-lexical
access component of the lexical decision task would be neutralized. Therefore, any frequency
effects found for stimuli matched in familiarity would be attributable to a pre-access com-
ponent of the lexical decision task.
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Experiment 1 .

Method

Subjects. Fifteen undergraduate students at the University of New Hampshire served as
subjects and were paid $5.00 for their participation. No subject reported any hearing or
speech disorder.

Materials. Five groups of 35 lexical items were constructed in the following way.! Four
levels of word familiarity were selected from an online database which contained word fre-
quency (Kucera & Francis, 1967) and subjective familiarity ratings (see Nusbaum, Pisoni.
& Davis, 1934 for further details). Familiarity ratings were obtained by Nusbaum et al.
from Indiana University undergraduates who were required to rate each word on a scale
from 1 to 7. A rating of 1 was assigned to words whose meaning was unknown; a rating of
7 was assigned to words whose meaning was well known. 35 low frequency stimuli (1 to 7
occurences per million) were chosen for four levels of familiarity ( 3.1-4.0, 4.1-5.0, 5.1-6.0_ 6.1-
7.0). Words from the low end of the familiarity scale (rated less than 3.0) were not included.
Inspection of these words indicated that they were extremely rare and would most likely be
treated as nonwords by our subjects. In addition to the four groups of low frequency words,
a fifth group of 35 high frequency (greater than 300 occurences per million), high familiarity
(6.1-7.0 rated familiarity) words were chosen. In each of the four levels of familiarity, care
was taken to choose items such that they were approximately equa'ly distributed across the
familiarity range. This was done in order to avoid a skewed distribution of familiarity ratings
within any one familiarity level. In addition, the average frequency was approximately equal
across each familiarity group.

Pronounceable nonwords were constructed based on a pool of real words (not used in the
experiment) from each of the familiarity /frequency ranges previously described. Nonwords
were formed from 175 real words by changing one vowel or consonant.

Procedure. Subjects were tested individually in a quiet room. Presentation of the stimuli
was controlled by a microcomputer equipped tn record reaction times and lexical decisions.
All stimuli were presented in uppercase letters and subjects were seated approximately 80
cms from the CRT screen. Each letter extended approximately 4 degrees of visual angle
horizontally. Subjects were instructed to indicate whether each item was a word or nonword
by pressing an appropriately labeled response key and to make their response quickly and
accurately. A fixation was presented on each trial for 500 ms and was followed by a blank
screen for 100 ms prior to presentation of the stimulus. The stimulus remained on the CRT
screen vntil the subject made a response. The interval between 1 -ials was two seconds and

!The complete set of experimental materials are available from either autuor.
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subjects were provided a rest break every 20 trials. Each subject was presented the entire
set of 175 real words and 175 nonwords for a total of 350 trials. Stimuli were randomly
presented in a different order for each subject. Reaction times were timed from onset of
stimulus.

Results and Discussion

Table 1 displays the mean reaction times and percent rorrect as a function of familianty
and frequency. Separate ANOVA's were run on the fawiliarity and frequency data. Con-
sider, first, reaction times for the familiarity variable. As can be seen in Table 1, reaction
times decreased as rated familiarity increase?. A one- way ANOVA (four levels of famil-
iarity) conducted on the reaction time data re -ealed a main effect of familiarity (F(3,42) =
43.85, p < .01). A series of Newman- Keuls comparisons were performed to determine which
levels of familarity contributed to the overall main effect of familiarity (familiarity advantage
for each comparison indicated in parentheses). Recall that the words in group 6.1-7.0 were
judged to be the most familiar in subjective ratings. The largest significant difference in
reaction time (160 ms) was found between groups 3.1-4.0 and 6.1- 7.0; also significant was
the difference (107 ms) between familiarity groups 4.1-5.0 and 6.1-7.0. Familiarity group
3.1-4.0 was significantly slower (53 ms) than familiarity group 4.1-5.0 and from familiarity
group 5.1-6.0 (74 ms). One comparison. the 21 ms difference between familiarity groups 4.1-
5.0 and 5.1-6.0, did not reach an acceptable level of significance.

Consider. next. reaction times for high and low frequency words. Low frequency words
were significantly slower (55 ms, t(14) = 118.6. p < .01) than high frequency words. It
is important to note that the frequency effect was obtained for words in which famiharity
ratings were equated.

Insert Table 1 about here

Next, the effects of familiarity and frequency on lexical decision accuracy are considered.
Similar to the results obtained by Gernsbacher (1984) and Nusbaum and Dedina (1985), we
found that accuracy decreased as word familiarity decreased. A one-way ANOVA conducted
on the accuracy data for the factor of familiarity (four levels of familiarity) revealed a sig-
nificant main effect (F(1,14) = 91.7. p < .01). Neuman-Keuls paired comparisons revealed
that the familiarity groups differed significantly from one another in the expected direction
(familiarity percent correct advantage indicated in parentheses): accuracy in the least fa-
miliar group. 3.1-4.0, was less than group 4.1-5.0 (17.7%), group 5.1-6.0 (42.5%) and group
6.1- 7.0 (57.6%). Familiarity group 4.1-5.0 was less accurate than group 5.1-6 (24.8%) and
tamiliarity group 6.1-7.0 (39.9%). Finally, familianty group 5.1-6.0 was less accurate than



Table 1 :

Lezical decision reaction times as a function of familiarity and frequency. Percentage correct
s indicaled in parentheses (Ezperiment 1). '

Frequency
Low High
Familiarity 3.1-4.0 4.1-5.0 5.1-6,.0 6.1-7.0 6.1-7.0
831 778 757 671 616

(35) (52.7) (77.5) (92.6) (92.8)
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the most familiar words, group 6.1-7.C¢, (15.1%). .

A t-test conducted on the accuracy scores for the high anc low frequency groups revealed
that frequency did not significantly influence accuracy (t < 1).

Experiment 1 replicated the independent effects of familiarity and frequency (Nusbaum
& Dedina, 1985; see also Kreuz, 1987). Rated familiarity was highly predictive of reaction
times for groups of words in which word frequency was controlled. That is, low frequency
words with high rated familiarity were judged to be words fas.er and more accurately then
the low familiar counterparts. Word familiarity is clearly a factor in the processes involved
in the lexical decision task independent from word frequency. In addition, effects of famil-
jarity were demonstrated for a wide range of stimuli grouped into fairly fine grained levels
of rated far.iliarity. The frequency factor also influenced subjects’ reaction times. Lexical
decision reaction times for high frequency words were faster than for low frequency words for
highly familiar words. The major findings will be discussed in further detail in the general
discussion.

Finally, i% is of methodological interest to note that familiarity ratings obtained in one
region of the United States (the Midwest) can be used to predict performance of subjects
in a second region (New England). While we consider this a minor methodological point.
successful transfer from one region of the country to another suggests that the familiarity
ratings obtained by Nusbaum and Dedina may be of general use.

Experiment 2

Experiment 2 was designed to replicate effecis of familiarity and frequency found in Ex-
periment 1 in a different domain. Specifically. we were interested in determining if the effects
of word familiarity and frequency found in Experiment 1 transferred to the auditory domain.
Our interest in the auditory domain stems from a number of considerations. First, while
word frequency has been extensively studied in visual word recognition, few studies have
extended the results to auditory materials. Given the emphasis on word frequency effects in
word recognition theories, it is of interest to determine if frequency effects exist for spoken
language. One theory of word recognition, the cohort model, has been developed specifically
for auditory word recognition (cf. Marslen-Wilson & Welsh, 1978). The cohort model makes
a number of detailed claims concerning auditory word recognition based primarily on the
fact. due to the nature of auditory language. it is available in a sequential, left to right order.
Of particular interest here is the role of word frequency in the cohort model. While early
versions of the cohort model had no explicit assumptions concerning word frequency, recent
versions assume that word frequency is represented in the lexicon as relative activation lev-
els (Marslen-Wilson. 1988). High irequency words presumably have higher activation levels
than low frequency worcs. Etiects of word frequency have been demonstrated in auditory
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lexical decision with materials in which a number of factors were carefully controlled such as
uniqueness point and recognition point (Marslen-\Vilson, 1988). However, these experiments
did not control for word familiarity which, as shown in Experiment 1, produces robust effects
on lexical decision reaction times. |

Secondly, a number of distinct proposals have been offered for effects of word familiarity
which incorporate claims concerning modality. Brown (1984) found that rated familiarity
was more highly correlated with frequency counts based on spoken language than on written
language. This suggests that familiarity ratings may be primarily reflective of experience
with spoken language tokens of words. As previously described. Gernsbacher (1984) pro-
posed that rated familiarity captures exposure to a lexical item across all modalities. If so,
familiarity effects should be obtained for auditorilly presented materials, that is, regardless
of the specific modality of presentation.

Methoa

Subjects. Forty-five undergraduate students at Indiana University served as subjects for
course credit in a one hour session. All subjects were native speakers of English and no
subject reported any history of spee.-k or hearing disorders.

Materials. The list of words and nonwords used in Experiment 1 were used for the present
experiment. A male speaker recorded each of the items on audiotape in a sound attenuated
booth using an Electro Model D054 microphone and a Crown 800 tape recorder. The words
were spoken in isolation in citation form. Each item was low pass filtered at 4.8 kHz and
converted to digital form via a 12 bit analog to digital converter sampled at 10 kHz. Ampli-
tude levels were digitally equated using a software package designed to modifv waveforms.

Procedure. Subjects were tested in groups of six or fewer in a sound treated room.
Subjects listened to stimuli over TDH-39 headphones at a level of 80dB. They were instructed
to indicate whether each item was a word or nonword by pressing the appropriate button
on a labeled response box. The instructions stressed that the subjects were to make their
responses quickly and accurately. 500 ms prior to the presentation of each item, a warning
light was turned on to indicate to the subject that the next item was to be presented.
Presentation of stimuli and collection of data was controlled by a PDP-11/34A computer.
Presentation of stimuli was randomized for each group of subjects and all subjects were
presented with 175 word and 175 nonword stimuli. Reaction *imes were measured from the
onset of each stimulus.
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Results and Discussion

Table 2 displays the mean reaction times and accuracy data as a function of familiarity
and frequency for Experiment 2. Inspection of the reaction time data indicate that effects
of familiarity and frequency found in Experiment 1 were also observed here. Consider,
first, effects of familiarity or. ieaction times It appears that as rated familiarity increased,
auditory lexical decision times decreased. In order to quantify this observation, a one-way
ANOVA was performed on the familiarity data. As expected, the main effect of familiarity
was significant (F(1,44} = 64.5, p < .01). Neuman- Keuls comparisons were performed to
determine which familiarity groups differed significantly from each other and a number of
comparisons were significant. The lowest rated familiarity group (3.1-4.0) was significantly
slower than group 4.1-5.0 (95 ms), group 5.1-6.0 (112 ms) and group 6.1-7.0 (235 ms).
Similarly familiarity group 4.1-5.0 was significantly slower than group 6.1-7.0 (149 ms) but
there was no significant difference from group 5.1-6.0 (17 ms). Finally, familianity group
5.1-6.0 was significantly faster than group 6.1-7.0 (123 ms).

Insert Table 2 about here

Similar to Experiment 1, the results of Experiment 2 indicated a robust irequency effect
for words equa‘ed on familiarity. A t-test conducted on the group means for low and high
frequency words revealed that the 60 ms advantage for high frequency compared to low fre-
quency words was significant (t(44) = 32.2, p < .01).

The accuracy data are also displayed in Table 2. Accuracy data for the familiarity and
frequency variables will be considered in turn. As in Experiment 1, subjects were more
accurate in the lexical decision task as rated famihiarity increased. A one-way ANOVA re-
vealed that the effect of familiarity on accuracy was significant (F(1,44) = 269.9, p < .01)
and Neuman-Keuls comparisons between individual familiarity groups revealed e number of
significant differences. Lexical decision accuracy was worse for the lowest rated familiarity
group 3.1- 4.0 compared with each of the other familiarity groups (percentage difference
in parentheses): group 4.1-5.0 (22.7%), group 5.1-6.0 (44.7%) and group 6.1-7.0 (55.9%).
In addition. more accurate performance was obtained for group 5.1-6.0 (22%) and 6.1-7.0
(33.2%) compared to group 4.1- 5.0. Finally, performance was significantly more accurate in
the highest rated familiarity group (6.1-7.0) compared with group 5.1-6.0 (11.2%).

Next. consider accuracy for low and high frequency words equated for rated familiarnty.
Although subjects were shightly more accurate in lexical decisions for high frequency words
compared with low frequency words (3.2%). this effect was not significant (t < 1).

The results of Experiment 2 were quite consistent with Experiment 1. Effects of frequency
for auditory stimuli were evident in a fashion similar to the visual domain. High frequency
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Table 2 .

Lezical decision reaction times as a function of familiarity and frequency. Percentage correct
is indicated tn parentheses (Erperiment 2). '

Frequency
Low High
Familiarity 3.1-4.0 4.1-5.0 5.1-6.0 6.1-7.0 6.1-7.0
1328 1233 1216 1093 1033

(38.7) (61.4) (83.4) (94.6) (97.8)
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words were identified as words faster than low frequency words in audi'.ory: lexical decision
when the two groups of words were equated 1n terms of subjective familiarity. Experiment 2
also showed that words with similiar low printed frequency showed robust familiarity effects.
The implications for models of auditory (and visual) word recognition theories are discussed
in the following section.

General Discussion

To summarize. effects of familiarity were found for a group of low frequency items that
varied in terms of subjective familiarity for both auditory (Experiment 1) and visually (Ex-
perimeut 2) presented words. Highly familiar items were judged to be words faster and more
accurately than less familiar items in a lexical decision task. Words equated for printed
frequency nevertheless showed eflects of familiarity. It appears that subjective familiarity
ratings successfully measur= a psychologically real component of lexical processing that fre-
quency measures do not. As such. the results of the present experiment contrast with claims
(Gernsbacher, 1984) concerning word familiarity in which subjective ratings of familiarity
are suggested to be a more accurate estimate of experiential exposure to a lexical item than
printed frequency counts.

Effects of frequency were also obtained for a group of highly familiar lexical items in a vi-
sual (Experiment 1) and auditory (Experiment 2) lexical decision task. These results have im-
plications for the anal «is of the lexical decision task cffered by Balota and Chumbley (1984).
Balota and Chumbley suggested that an assessment of an item’s familiarity/ meaningfulness
inflated frequency effects in the lexical decision task. If Balota and Chumbley’s account of
frequency effects in the lexical decisiou task is essentially correct, then one would expect
that frequency effects would be attentuated, if evident at all, under conditions in which
familiarity is controlled. As previously described. the high and low frequency items used
in Experiments 1 and 2 were equated for familiarity. Each of the items used were rated as
being highly familiar vet robust frequency eflects were obtained. At least two alternative
conclusions are permitted on the basis of the effects of frequency in the experiments pre-
sented here. One possiblity is that while Balota and Chumbley may be essentially correct
in their assumption of significant post lexical frequency effects, the present results suggest
a robust pre-access component of the frequency effect. If this is the case, these results sug-
gest a significant continuing role for frequency eflects in theories of lexical access. It is also
possible that the nature of the familiarity assessment in the lexical decision task assumed
by Balota and Chumbley is not reflected in the subjective familianity ratings obtained by
Nusbaum, Fisoni and Davis.

While the present investigation provided some additional information concerning the rela-
tionship between familiarity ratings and frequency effects. a number of related issues remain
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for future research. First, it is not clear what knowledge subjects used in préducing a famil-
iarity rating. One study has attempted to determine which variables enter in to subjective
familiarity ratings. Brown and Watson (1987) attempted to assess the independent contri-
butions of a number of factors to familiarity ratings. Among the variables tested, age of
acquisition was more highly correlated with familiarity ratings than either written frequency
(Kucera & Francis, 1967) or spoken frequency (Brown, 1984). These researckers concluded
that the two frequency measures, as well as age of acquisition, constitute independent con-
tributions to familiarity ratings.

A second iss. ‘- concerns how familiarity may be incorporated in a theory of lexical access.
As previously described, a number of lexical access models have been offered with explicit
assumptions concerning the way in which frequency influences lexical processing while few
models have attempted to account for famihiarity effects. One exception is a recently pro-
posed model of lexical access, the resonance model, which explicitly incorporates subjective
familiarity (Gordon, 1985). Briefly, Gordon suggests that activation of a word deprznds upon
the subjective familiarity; the activation function for highly familiar words is steeper than
low familiar words. This model adequately accounts for lexical decision reaction times for a
wide range of rated familiarity.

Finally. recent theoretical accounts of the lexical decision task preclude straightforward
interpretations of the familiarity eflects as simply influencing the lexical access process. As
noted previously, Balota and Chumblev argued that the lexical decision task involves a
post-lexical stage in which familiarity /meaningfulness is assessed. Other researchers have
attributed decision processes to the lexical decision task (Seidenberg. Waters. Sanders. &
Langer. 1984). In these experiments, a number of context eflects that were found in a lexical
decision task were not found 1n a naming task. Seidenberg et al. attributed these task spe-
cific patterns of facilitation to an additional post-lexical processing component in the lexical
decision task.

In light of analvses of the lexical decision task, it is of considerable interest to determine
whether independent effects of familiarity and frequency are found for the naming task. Ac-
counts of the lexical decision task which point to post access components in the response
(described previously) have also suggested that naming may be a measure which more accu-
ratelv assesses lexical access processes (compared to post access processes) (but see Balota
& Chumbley, 1985 for evidence implicating production factors in the naming task). Inde-
pendent effects of printed frequency from subjective familiarity in the naming task would
have implications for models of visual and auditory word recognition. particularly for those
models which assume a pre-lexical effect of frequency. Experiments using the naming task
may provide ad”itional insights into the locus of the effects demonstrated in the experiments
presented here and we are currently conducting these experiments.
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Abstract .

The perceptual identification of spondees, two-syllable words consisting of two one-
syllable words (“comeback”, “sujtcase” ), was examined. The selection of spondees
depended on the neighborhood characteristics of the component words, as determined
by the neighborhood activation model (Luce & Pisoni, 1987; Luce, 1986). An “easy”
syllable was defined as a high frequency word in a sparse neighborhood of low fre-
quency words, while a “hard” syllable was a low frequency word in a high density, high
frequency neighborhood. Each spondee feil into one of four categories depending on
the neighborhood structure of its component syllables: Easy-Easy, Easy-Hard, Hard-
Easy, and Hard-Hard. In the first experiment, the spondees were created by splicing
recordings of each component word of the spondee, thus equating them for syllable
stress. Additional experiments tested the perceptual identification of naturally pro-
duced spondees, spliced nonwords, naturally produced nonwords, and the component
words of the spondees. Neighborhood structure was found to have a strong effect
on recognition in all experiments. Also, subjects performed more poorly for spondees
with an “Easy-Hard” process than with a “Hard-Easy” pattern, indicating a retroactive
temporal pattern in word recognition. These results strongly suggest that word recog-
nition involves multiple activation and delaved commitment, thus ensuring accurate
and efficient recognition.
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Similarity Neighborhoods of Spoken Two Syllable ‘Words:
Retroactive Effects on Multiple Activation

The process of spoken word recognition involves the mapping of information in the speech
waveform onto one of tens of thousands of items stored in the mental lexicon. Although this
process is rapid and efficient, it is now clear that discriminating among multiple lexical items
in memory is crucially dependent on the structural relations among the sound patterns of
words in memory (Luce & Pisoni, 1987; Marslen-Wilson, 1987). In particular, the speed
and ease with which a spoken word is recognized are directly dependent on the number and
nature of sound patterns that must be discriminated among in memory-.

Luce and Pisoni (1987) have recently proposed a model of spoken word recognition that
attempts to account for the effects of the structural organization of sound patterns on spoken
word recognition. This model, called the neighborhood activation model (NAM), proposes
that stimulus input (i.e., a spoken word) activates a similarity “neighborhood” of phonet-
ically similar words (i.e.,“neighbors”) within the mental lexicon. Two factors are involved
in characterizing the structure of a similarity neighborhood. The first, neighborhood den-
sity, refers to the number of phonetically similar words within a particular neighborhood.
Neighborhoods with many words are defined as “dense,” whereas those with relatively few
words ar- defined as “sparse.” The second main variable in characterizing the structure of
a neighborhood is the frequency of words within the neighborhood, or neighborhood frequency.

According to NAM, word recogniticn 1s initially a stimulus-driven, bottom-up procedure.
The stimulus input determines the acoustic-phonetic patterns that are activated in memory.
The strength of activation of each of these patterns is a function of the degree of similarity
between the item in memory and the stimulus input.

Word decision units, activated by the acoustic-phonetic patterns, then monitor the acti-
vation level of those acoustic-phonetic patterns. In addition, these units monitor higher-level
lexical information, such as word frequency. Once a decision unit surpasses criterion, word
recognition occurs. Luce and Pisoni (1987) have proposed that the processes by which
word decision units operate may be described by the Neighborhood Probability Rule. This
rule simultaneously takes into account stimulus word intelligibility, stimulus word frequency.,
neighborhood confusability, and neighborhood frequency:

p(STIMULUS WORD) + FREQs )

(STIMULUS WORD)  FREQs + ¥, {p(NEIGH BOR;j) » F REQj}

Based on R.D. Luce’s (1959) choice rule, the Neighborhood Probability Rule states that
the probability of identifying a particular stimulus word equals the frequency-weighted prob-
ability of the stimulus word (p(STIMULUS WORD)+ FREQs) divided by the frequency-
weighted probability of the stimulus word plus the sum of the frequency-weighted probabil-

p(ID) = .
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ities of its neighbors (X7_,{p(NEIGHBORj) « FREQj}).

Luce & Pisoui (1687) obtained support for these predictions using a perceptual identifi-
ration task. The results showed that words with high stimulus word probabilities were iden-
tified more accurately than words with low stimulus word probabilities. Also, words with
high neighborhood probabilities (i.e. those within a dense, high frequency neighborhood)
were identified less accurately than words with low neighborhood probabilities (i.e within a
sparse, low frequercy neighborhood). These results demonstrate that neighborhood struc-
ture 1s an 1mportant factor in the process of spoken word recognition, and that words are
recognized in the context of similar words activated in memory.

Previous tests of the neighborhood activation model have focused solely on the recog-
nition of monosyllabic stimulus words. The goal of the present study was to extend the
model by investigziing the effects of similarity neighborhood structure on the recognition of
two syllable words. In particular, the present study examined the interaction of similarity
neighborhood structure and syllable position in spondees. Spondees are two syllable words
consisting of two monosyllabic words (i.e., “saucepan,” “hacksaw”). The investigation of the
recognition of spondees was undertaken for a variety of reasons. Because spondees consist
of two real monosyllabic words, this enables direct comparison of the recognition of syvllables
in isolation and in the context of a two syllable word in which their joint influence on each
other can be excmined. In addition, the fact that both syllables of a spondee constitute
real words allows computation of similarity neig“borhoods for the syllables using the sime
algorithms employed in the previous work on monnsyllables. Finally. the stress patterns of
component syllables in spondees are approximately equal; control for stress differences in
expenimental stimuli should therefore result in fairly natural sounding items.

The spondees that were selected had initial and final s+llables that were designated as
“Easy” or “Hard” depending on their neighborhood structures. “Easy” svllables we:. high
frequency words, according to the Kucera and Francis (1967) word count. “Easy” svlla-
bles reside in a neighborhood with the following characteristics: (1) few neighbors and (2)
these neighbors have a low mean frequency. “Hard” syllables were low frequency monosyl-
labic words inside a neighborhood characterized by (1) many neighbors, and (2) high mean
frequency. By orthogonally combining each syllable type in each position, spondees were
constructed that consisted of four patterns of similarity neighborhood structure: (1) 1m-
tial easy syllable-final easy syllable (Easy-Easy). (2) initial easy syllable-final hard svllable
(Easy-Hard), (3) initial hard syllablefinal easy syllable (Hard-Easy). and (4) initial hard
syllable-final hard syllable (Hard-Hard).

Using these four sets of spondees, a number of hypotheses regarding the role of similarity
neighborhoods in two syllable words were tested using a perceptuzl identification task. The
first question addressed by the present study was the degree to which similarity neighbor-
hoods computed for the individual comporents of the spondees (i.e., syllables) would predict
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identification performance for the entire spondee. We predicted that the r;xanipulation of
similarity neighborhood difficulty for individual syllables in the spondees would have demon-
strable and predictable effects on identification performance for the spondee as a whole. In
particular, it was predicted that Easy-Easy spondees would produce the highest level of per-
formance, whereas Hard-Hard spondees would produce the lowest level of performance. Both
the Hard-Easy and Easy-Hard spondees were predicted to fall in between the two extremes.
In short, we expected that the effects of similarity neighborhood difficulty would combine in
an orderly fashion to produce the predicted pattern of results.

The hypotheses of more interest, however, concerned the predicted interactions (or lack
thereof) of Hard and Easy syllables on identification performance. These hypotheses were
aimed at determining the nature of neighborhood activation in two syvllable words and the
mianer in which ambiguities in the speech signal that arise from densely populated neigh-
t >th-ods are resolved. Three speciiic hypotheses were examined: (1) the independence
h;pothesis, (2) the proactive hypothesis, and (3) the retroactive hypothesis.

Under the independence hypothesis, it was predicted that easy syllables would be identi-
fied at equivalent levels of accuracy irrespective of whether they occurred with easy or hard
syllables in a spondee. Likewise, under this hypothesis, it was predicted that hard svllables
would be identified at equivalent levels of performance irrespective of whether thev occ. rred
with easy or hard syllables. In short, the independence hypothesis states that the similarity
neighborhood difficulty of one syllable in a spondee should have no effect on the identifica-
tion of the other syllable and that thé¢ resolution of a svllable in its neighborhood should be
independent of the adjacent syllable in the spondee.

The proactive hypothesis, on the other hand, predicts a differential effect of one syllable
.n the spondee on the other depending on syllable position. In particular. the proactive
hypothesis predicts that easy syllables in initial position should aid in identifvirng the final
syllable, especially if that syllable falls in a dense, high frequency neighborhood. That is. if
the first syllable is relatively easy to identify, then the information in the first syllable may
be used proactively to assist in identifying the fiaal syllable. This hypothesis predicts an
asymmetry between the Easy-Hard and Hard-Easy conditions. In particular, the Easy-Hard
condition should produce higher identification performance than the Hard-Easy condition.
This prediction is based on the hypothesis that information is used proactively in order to
assist in isolating the target syllable from among its neighbors.

The retroactive hypothesis makes just the opposite prediction. Under this hypothesis,
it is predicted that information from one syllable is not used in a predictive manner, but
insiead is used retroactively in resolving ambiguities that arise in the recognition process.
In particular, this hypothesis predicts that easy syllables in final position should aid in iden-
tifying syllables in initial position, especially when these initial svllables fe.l in dense, high
frequency neighborhoods that make isolation of a single item difficult. This hypothesis there-
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fore also predicts an asymmetry between the Easy-Hard and Hard-Easy conditions. However,
under the retroactive hypothesis, it is predicted that the Hard-Easy condition should pro-
duce higher identification performance than the Easy-Hard condition. If information from
one syllable is primarily used to resolve ambiguities that have arisen in earlier syllables,
then an easy second syllable should result in higher overall identification performance for
the Hard-Easy spondees compared to the Easy-Hard spondees, in which the second, hard
syllable would do little to assist in increasing identification performance.

In short, three hypotheses were examined regarding the effects of similarity neighborhood
structure and syllable position on the identification of spoken spondees. The independence
hypothesis states that there should be no diflerential effect of one syllable on another. The
proactive hypothesis states that information from an earlier syllable may be used to assist
in identifying a later occurring syllable. Thus, initial easy svllables should increase identi-
fication for final hard syllables. The retroactive hypothesis. on the other hand. states that
information from later occurring syllables may be used to assist in identifving earlier occur-
ring syllables by helping to resolve ambiguities regarding the identity of the previous syllable.

These three hypotheses all concern the manner in which information 1n twn svllable words
1s used to resolve ambiguities in the speech signal arising from structural characteristics of
the neighborhoods of spoken syllables. Twao of these hypotheses. the independence hvpoth-
esis and the proactive hypothesis, are consistent with strict left-ta-right models of spoken
word recognition. These hypotheses claim that when ambiguities arise, thev can only be
resolved by information within the syllable itsell or by previously occurring information.
The retroactive hypothesis, on the other hand. is not consistent with a strict left-to-right
model because, under this hypothesis, decisions regarding the identity of a spoken svllable
may be delayed until later information is processed that may aid in discriminating a previous
syllable from among its neighbors.

These hypotheses were tested in a series of experiments that examined the identification
of two syllable spoken stimuli in white noise. In each of these experiments. two analvses
of the subjects’ recognition responses were performed. First. accuracy of identifying the
spondee as a whole was examined. Second, in order to examine the possibility of differential
eflects of similarity neighborhood structure and syllable position. identification accuracy of
the component syllables of the spondees was also examined.



Experiment 1

Method

Subjects. Thirty-eight subjects participated in partial fulfillment of requirements for an
introductory psychology course. All subjects were native English speakers, had no history
of speech or hearing disorders at the time of testing, and were able to type.

Materials. One hundred and forty-four spondees were selected through a search of a com-
puterized version of Webster’s Pocket Dictionary. Each spondee contained two monosyllabic
words having the pattern consonant-vowel-consonant, vowel-consonant, or consonant-vowel.
To ensure that subjects had at least encountered the spondee previously, only spondees with
a subjective familiarity rating of four or above on a seven point scale were chosen, where four
means “familiar with the word but uncertain of its meaning” and seven means “know the
word and its meaning” (Nusbaum, Pisoni, & Davis, 1984). For the monosyllables composing
the spondees, only those with familiarity ratings of six or above were used. For both the
spondees and the monosyllables, familiarity ratings were approximately equal across condi-
tions. The difficulty of a given monosyllabic word was computed based on the neighborhood
characteristics of the syllables. A “hard” word or syllable was a low frequency word in a high-
density, high frequency neighborhood. An “easy” syllable was defined as a high frequency
word in a low-density, low frequency neighborhood. Frequency of words was determined by
the Kucera and Francis (1967) word count. Neighborhoods were computed using confusion
matrices for all possible initial consonants, vowels. and final consonants produced by the
same speaker used to record the spondees (see Luce, 1986). Based on these neighborhood
calculations, a spondee could contain the following patterns of syllables: Hard-Hard, Hard-
Easy, Easy-Hard, and Hard-Hard. There were 36 spondees of each type. giving a total of
144 spondees.

In addition to manipulating the variables of neighborhood structure and word frequency,
care was taken during the stimulus selection procedure to ensure that the transitional prob-
abilities from the first to second syllables within a spondee and from the second to first
syllables within a spondee were approximately equal across conditions. Transitional proba-
bilities wete computed using Webster’s lexicon by determining the number of possible final

syllables given the initial syllable and the number of possible initial syllables given the final
syvllables.

In the first experiment, spondees were created by splicing together separate utterances of
the component syllables, thus controlling for the possible effects of svllable stress on recog-
nition. As a result, the spliced utterance “jigsaw” contained the utterances “ng” and “saw.”
These monosyllables were recorded by a speaker of Midwestern dialect in a sound attenu-
ated booth. Both sets of words were stored digitally and were equated for RMS amplitude.
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Spliced spondees were created by splicing together the digital waveforms of the single-syllable
words using WAVES, a digital waveform editor (Luce and Carrell, 1981). Closure durations
of naturally produced spondees were measured and used as initial values for closure dura-
tions of the spliced spondees. If the resulting sporrdee sounded “unnatural” either due to
an overly long or short closure duration, durations between syllables were corrected by ear.
Both authors and a trained phonetician listened to and corrected the stimuli until theyv were
considered acceptable.

Procedure. Stimulus presentation was controlled by a PDP-11/34 minicomputer. Stimuli
were presented via a 12-bit digital-to-analog converter over matched and calibrated TDH-39
headphones at a +5dB SPL signal-to-noise ratio. To achieve this ratio. the signal was pre-

sented at 75dB SPL and the noise at 70dB SPL.

Subjects were tested in a sound-treated room in individual booths equipped with ADM
CRT terminals. On each trial, subjects saw the prompt “GET READY FOR NEXNT
WORD.” One second after the prompt, 70dB SPL of white noise was presented. One hundred
msec after the onset of the noise, a randomly selected stimulus was presented to subjects.
One hundred msec after the offset of the stimulus, the noise was turned off. Immediately
following offset of the noise, a prompt appeared on the CRT in front of the subjects. At the
prompt, subjects typed in their responses, which could be seen and corrected by the subject.
and terminated their responses by pressing the RETURN key. Responses were collected by
the PDP 11/34 and stored in data files for later analysis.

Results and Discussion

Separate analyses were performed for whole-word recognition and syvllable recognition.
In Figure 1, percent correct identification for whole spondees is shown for each svllable
structure.

Insert Figure 1 about here

In order to evaluate the overall effect of similanty neighborhoods on spondee identifica-
tion, a one-way ANOVA was performed on the accuracy scores. Recognition of the spondees
in noise was significantly affected by neighborhood structure [F(3.111) = 51.83. p .05, /&,
= .0046). Identification performance was most accurate when the spondee consisted of twa
Easy syllables, and was least accurate when the spondee consisted of twn Hard svilables.
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Figure 1. Spliced spondee word identification.
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Tukey HSD tests indicated that percent correct identification differed significantly between
all syllable structures. Easy-Easy spondees were recognized most accurately, followed by
Hard-Easy, Easy-Hard, and Hard-Hard spondees (p <.05).

In addition to the whole-word analysis, accuracy scores for the component syllables were
also analyzed. The results are shown in Figure 2. Given the neighborhood structure of the
component syllables and the hypotheses under test, three variables are of interest in this
analysis: the neighborhood characteristic of the syllable (Easy or Hard), the position of the
syllable within the spondee (first or second), and the neighborhood characteristics of the
other syllable (paired syllable) in the spondee (Easy or Hard). In order to determine the
effects of these factors, a 2x2x2 (neighborhood structure X svilable position X neighborhood
structure of the paired syllable) ANOVA was performed on the accuracy scores for the
individual syllables.

Insert Figure 2 about here

A significant main effect was found for the neighborhood characteristics of the svlla-
ble. Easy syllables were recognized more accurately than Hard syllables [F(1.37) = 165.95.
p <.05, MS, = .00463]. In addition, a significant main effect was found for syllable position.
Second syllables were identified more accurately than first svllables [F(1,37) = 17.29, p-..03.
AlS. = .00198]. A main effect was also found for the syllable paired with the target syvllable.
Syllables that were paired with Easy syllables were recognized more accurately than those
that were paired with Hard syllables, regardless of neighborhood structure [F(1,33) = 18.34.
p <.05, MS. = .00419].

The pattern of whole word results strongly supports the retroactive hypothesis of svlla-
ble interaction, due to the more accurate identification performance for Hard-Easy spondees
than for Easy-Hard spoadees. According to the retroactive hypothesis. ambiguities in the
first syllable of a Hard-Easy spondee remain unresolved until! the second. easier, syllable is
recognized. Because this process is primarily retroactive, the Easyv-Hard spondec does not
benefit as much from ambiguity resolution, resulting in poorer performance.

The results by syllable not only support the retroactive hypothesis, but also illustrate the
interactions between syllables in more detail. The evidence for the retroactive hypothesis
can be seen by comparing the identification performance for second svllables with perfor-
mance for first syllables. Second syllable performance follows a predictable patiern hased
on the syllables’ neighborhood characteristics; Easy second syvllables were recognized more
accurately than Hard second syllables. First syllable performance. however, does not follow
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this same pattern due to the high performance for the first syllable in Hard Easy spondees.
These Hard syllables were recognized with an accuracy closer to that of Easy syllables, and
they were not significantly different from the Easy syllables in Easy-Hard spondees (p >.05,
MS, = .0071). This suggests that recognition of the Hard syllable in Hard-Easy spondees
was enhanced by retroactive resolution from the more easily recognized second syllable.

In order to ensure that the results of Experiment 1 extend to naturally produced spondees,
we presented naturally produced versions of the same spondees to subjects in Experiment
2. Though spondees consist of two strong syllables, the first syllable is typically given more
stress than the second syllable. Because the spliced spondees were constructed from two sep-
arate utterances containing the component syllables, both syllables received approximately
equal stress. This might encourage subjects to use an unnatural recognition strategy. In
order to test this possibility, Experiment 2 examined identification performance for naturallv
produced spondees. Given the possible decrease in duration and pitch, one would expect
second syllable identification to result in slightly decreased performance, regardless of the
pattern of interaction between syllables. Other than decreased second syllable performance,
the overall pattern of results for the naturally produced spondees should be similar to the
spliced spondee results, if the retroactive hypothesis holds for naturally produced spondees.
In other words, final syllable performance should directly reflect neighborhood characteris-
tics, while initial syllable performance should reflect influence from final syllables.

Experiment 2

Method

Subjects. Thirty-four subjects participated to fulfill a course requirement for an intro-
ductory psychology course. All subjects were native English speakers, reported no history
of speech or hearing disorders at the time of testing, and were able to type. Subjects were
drawn from the same source as those used 1n Experiment 1.

Materials and Procedure. All 144 spondees were recorded in the same manner as the
spondees used i1n Experiment 1, except that the entire spondee was recorded. rather than
just the component monosyllables. Thus, stress patterns in the spondees were natural. The
stimnli were preserted to subjects in the same manner, with the same instructions, and at
the same signal-to-noise ratio used in Experiment |.
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Results and Discussion

As in the earlier analyses of the spliced spondees, separate analvses were performed for
whole-word recognition and for syllable recognition. In Figure 3, percent correct identifica-
tion for the entire natural spondee is shown for each syllable structure.

Insert Figure 3 about here

A one-way ANOVA was performed in order to determine the overall effect of similarity
neighborhoods on spondee identification. As in Experiment 1, recognition of the natural
spondees was significantly affected by neighborhood structure [F(3,99) = 33.36, p <.05,
M S, = .00433). Tukey HSD tests indicated that Easy-Easy spondees were recognized more
accurately than Hard-Hard spondees (p <.05). This again supports the prediction that
Easy-Easy and Hard-Hard spondees would be the upper and lower end of identification per-
formance, respectively. And, as in the first experiment, Hard-Easy spondees were recognized
more often than Easy-Hard spondees (p <.05). This result is consistent with the pattern
predicted by the retroactive hypothesis. '

The results of analysis by syllable for the natural spondees are shown in Figure 4. A
2x2x2 (neighborhood structure X syllable position X neighborhood structure of paired svi-
lable) ANOVA was performed on the accuracy scores for the individual svilables. As before.
main effects for syllable type [F(1,33) = 78.58, p <.05, A S, = .00527] and syllable pairing
(F(1,33) = 5.76, p <.05, MS, = .00255] were fcund. Again, Easy syllables were recognized
more accurately than Hard syllables, and syllables paired with Easy syllables were identified
more accurately than syllables paired with Hard syllables. A main effect was also found
for syllable position, although first syllables were recognized more accurately than second
syllables, which is in the opposite direction from the first experiment [F(1,33) = 146.00 ,
p <.05, MS, = .00189]. Thus, the prediction that second syllable performance would de-
crease because of lower stress was confirmed.

Insert Figure 4 about here

The pattern of syllable results also support the retroactive hvpothesis. As in Experiment
1, second syllable performance follows a predictable pattern based on the svllables’ neigh-
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borhood characteristics. Easy second syllables were recognized more accurately than Hard
second syllables. Performance on first syllables for Hard-Easy spondees was not significantly
different from performance on Easy first syllables in Easy-Hard spondees (p >.05). This
indicates that the Hard first syllable was influenced by the Easy second syllable.

In summary, the results of identification for both spliced spondees and natural spondees
support the retroactive hypothesis, even though second syllable performance for natural
spondees decreased due to reduced syllable stress. The results of Experiments 1 and 2 in-
dicate that three factors are involved in the resolution of component syllables, and thus
recognition for the whole spondee: neighborhood characternstics, syllable stress. and the
interaction between syllables. In the following experiment, possible interactions between
syllables was eliminated by presenting spliced nonword spondees in a perceptual identifica-
tion task. Nonword spondees were created by taking all the spondees of one neighborhood
structure and randomly re-pairing the second syllables with the first syllables. For example,
the Easy-Hard combinations of “fishhook” and “cowkide” were combined to form the non-

word, “fishhide.”

We predicted that Easy-Easy and Hard-Hard spondees would again produce the extreme
levels of performance, with Easy-Hard and Hard-Easy spondees falling in between the two
extremes. Because the spondees presented in this experiment were nonwords, no facilatory or
inhibitory interaction between syllables should occur. For example, if subjects are presented
with the nonword “fishhide” in noise, identification of the Easy syllable (“fish”) should not
aid in the identificudion of the Hard syllable (“hide”). As a result, we predicted that perfor-
mance for Easy-Hard and Hard-Easy spondees would be equivalent.

Experiment 3

Method

Subjects. Thirty-seven subjects participated in partial fulfiliment of requirements for an
introductory psychology course. All subjects were native English speakers, reported no his-
tory of speech or hearing disorders at the time of testing. and were able to type.

Materials and Procedure. Nonword spondecs were generated for a given syllable structure
bv randomly re-combining all first and second syllables withimn that svllable structure. For
example, the syllables of Easy-Hard words “fishhook” and “cowhide™ were combined, result-
ing in the nonword “fishhide.” All randomly re-combined spondees that resulted in actual
words were re-combined again. As a result of this procedure, the nonword spondees retained
the same neighborhcod structures as the stimuli in the first two experiments: Easy-Easy,
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Easy-Hard, Hard-Easy, and Hard-Hard. The nonword stimuli were generated by splicing
together the same recorded monosyllables used in the first experiment. The procedure used
was identical to that used in Experiment 1.

Results and Discussion

Figure 5 shows the whole word identification results for nonword spondees. In order to
evaluate the overall effect of similarity neighborhoods on nonword spondee identification, a
one-way ANOVA was performed on the accuracy scores. Recognition of the nonwords in
noise was affected by syllable structure [F(3,108) = 114.79, p <.05, MS, = .00410]. As
predicted, Easy-Easy nonwords were identified most accurately, while Hard-Hard nonwords
were identified least accurately. Also as predicted, Tukey HSD results indicated that the
Easy-Hard and Hard-Easy nonwords were not statistically different (p >.05). The pattern
of results suggest that no influence, either proactive or retroactive, was involved in nonword
identification.

Insert Figure 5 about here

Results of nonword recognition by syllable are shown in Figure 6. A 2x2x2 (Easy vs.
Hard X syllable position X neighborhood characteristics of the paired syllable) ANOVA was
performed on the accuracy scores for syllables. A significant main effect for neighborhood
characteristics of the syllable was found [F(1,36) = 644.32, p <.05, M S, = .00550], again
showing an advantage for Easy syllables. A main effect for syllable position was also found
[F(1,36) = 4.60, p <.05, M S, = .00544]. Here, first syllables were recognized more accurately
than second syllables. In addition, a main effect for pairing was found although it was in the
opposite direction from that obtained in the previous experiments [F'(1,36) = 22.79, p <.03,
MS. = .00271] (paired witk Hard syllable > paired with Easy syllable).

Insert Figure 6 about here

As predicted, the pattern of results for the syllables indicates thal no interaction between
syllables occurred. Regardless of syllable position, Easy syllables were recognized more ac-
curately than Hard syllables. In the previous experiments. this pattern nccurred only for

141 fo, 2
s \M



Nonword Spondee ID
(Spliced)

100 v

Percent
Correct *7T 54.88

27.85

Bard-Hard

Basy-Nesy Basy-Rard .
Syllable Structure

Figure 5. Spliced nonword spondee identification.



Percent Correct

Nonword Spondees (spliced)
100 Results by Syllaﬁo

@ Syllable 1
O Syliable 2

ategory

Figure 6. Spliced nonword spondees - results by syllale.

143



final syllables. Performance for the initial syllables deviated from this pattern previously, as
retroactive influence facilitated performance for the Hard syllable in Hard-Easv spondees.
In this experiment, however, the Hard syllable in Hard-Easy nonwords was recognized at a
performance level comparable to other Hard syllables.

In order to determine if the results of Experiment 3 were due to the peculiarity of non-
words, as well as to assess if the main effects of syllable position and syllable pairing were
due to a priori differences as a result of the selection process, the component syllables used
to create the spliced spondees and the spliced nonwords were presented to subjects in a
perceptual identification task. For the current conclusions to hold, we predicted that the
monosyllable results should be the same as the syllable results for spliced nonwords.

Experiment 4

Method

Subjects. Forty subjects from a paid summer subject pool participated in the experiment.
They were paid $4.00 for their participation. All subjects were native English speakers. re-
ported no history of speech or hearing disorders at the time of testing, and were able to type.
All subjects were drawn from the same population of students enrolled at Indiana University.

Materials and Procedure. The monosyllabic recordings used to splice the real and non-
word spondees were presented to subjects at the same levels and with the same method as
in Experiment 1.

Results and Discussion

Because the syllables were presented separately, analysis was performed for the syllable
results alone. These results are shown in Figure 7. A 2x2x2 (Easy-Hard X syllable position
X syllable pairing) ANOVA was performed on the accuracy scores for all syllables. Again,
a main effect for syllable structure was found, reflecting the advantage for Easy syllables
[F(1,39) = 1378.52, p <.05, M S, = .00374]. A main effect was also found for svllable posi-
tion. First syllables were identified more accurately than second syllables as in Experiment
3 [F(1,39) = 12.03, p <.05, MS. = .00360]. The direction of the pairing effect was also
identical identical to Experiment 3. Syllables paired with Hard syllables were recognized at
a higher level than syllables paired with Easy syllables [F(1,39) = 32.34. p <.05, AS, =
.00329]. Both the syllable main effect and pairing main effect arc in the apposite direction as
in the first two experiments, suggesting that the current result is due to a prior: differences
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Insert Figure 7 about here

between the syllables.

Recognition performance for indi idually presented monosyllables was nearly identical
to recognition for the component syllables of spliced nonwords. Therefore, the variability of
the indiviJual cells in both experiments was Jdue to idiosyncracies within the categories of
easy and hard.

General Discussion

We examined the effects of similarity neighborhood structure on the identification of
spoken two syllable woras in four experiments. In Experiment 1, we examined subjects’ ac-
curacy in identifying spondees that were created by digitally splicing together two monosyl-
labic words. The monosyllabic words that composed the spondees came from either sparsely
populated, low frequency neighborhoods (designated as “easy”) or densely populated, high
frequency neighborhoods (designated as “hard”). The results from Experiment 1 showed
reliable effects of similarity neighborhood structure on spondee identification. As predicted,
spondees composed of two “easy” monosyllables were identified most accurately and spon-
dees composed of two “hard” syllables were identified least accurately. Furthermore, those
spondees composed of one easy and one hard syllable were identified at intermediate levels
of performance. Thus, our hypothesis that similarity neighborhood structure would have
demonstrable and orderly effects on identification of spondees was confirmed.

Experiment 1 was also aimed at discriminating among three hypotheses concerning possi-
ble interactions (or lack thereof) between neighborhood structure (easy vs. hard) and syllable
position (initial vs. final). These three hypotheses were: (1) the independence hypothesis,
(2) the proactive hypothesis, and (3) the retroactive hypothesis. Under the independence
hypothesis, it was predicted that easy and hard syllables would be identified at equivalent
levels of accuracy regardless of the type of syllabie with which it was paired. This hypothesis
predicts that identification of initial syllables will be independent of identification of final
syllables, and vice versa.

In contrast, both the proactive and retroactive hypotheses predict interactive effects of
one syllable on another. Under the proactive hypothesis, it was predicted that information
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from previously occurring syllables could be used to aid in identifving later svllables. Specifi-
cally, this hypothesis predicts that easy syllables in initial position would aid identification of
final syllables, especially when the final syllable falls in a dense, high frequency neighborhood.

Under the retroactive hypothesis, it was predicted that information regarding the possi-
ble identity of a syllable would not be used in a predictive manner. Instead. this hypothesis
predicts that later occurring information is, in fact, used to resolve previously occurring
ambiguities in the signal that arise, in part, from characteristics of similarity neighborhoods.
Specifically, this hypothesis predicts that easy syllables in final position would aid identifi-
cation of initial syllables, especially when the initial syllable falls in a dense, high frequency
neighborhood.

The results of Experiment 1 strongly favor the retroactive hypothesis. Identification re-
sults for the component syllables in initial and final position revealed differentjal effects of
neighborhood structure on initial and final syllables. In final position, identification accuracy
was a direct function of similarity neighborhood structure. Accuracy of identifving syllables
in final position was virtually unaffected by the type of initial syllable with which the finai
svllable was paired. That is, casy final syllables were identified at nearly equal levels of
performance regardless of whether the initial syllab: with which it was paired was easv or
hard. The same pat .rn of results was obtained with hard final svllables.

In contrast to the results obtained for the final syllables accuracy of 1dentification for
initial syllables was affected by the syllable with which it was paired. In particular. 1t was
found that identification performance for initial easy syllables was reduced when the easv
syllable was followed by a hard syllable. Likewise, it was found that identification perfor-
mance for initial hard syllables was increased when followed by an casy syllable. This 1s the
pattern of results predicted by the hypothesis that later occurring information is used to
help resolve previous ambiguities.

In c.der to ensure that this pattern of results was not due to the artificial manner in
which the spondees were constructed, a second experiment using naturally produced spon-
dees was conducted. The results of this expertment showed a pattern of results identical
to that obtained in the first experiment, with the exception that accuracy of identification
for second syllables dropped overall compared to Experiment 1. This result was due tn
a slight reduction in the level of stress assigned to second svllables in naturally produced
spondees compared to the artificial spondees used in Experiment 1 Nonetheless, the results
of Experiment 2 provided support for the hypothesis that information is used ret roactively
in resolving ambiguities resulting from high levels of competition among words in denselv
populated, high frequency neighborhoods.

Experiment 3 demonstrated that the pattern of results obtained in the first two exper-
iments was dependent on the lexicality of the spondee. It was hyvpothesized that if the
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observed effects were simply due to some unidentified phonetic factor that did not involve
accessing the spondee itself, then the pattern of results obtained in Experiments 1 and 2
should also be obtained with nonword spondees. However, if word level factors were respon-
sible for the obtained results, nonword spondees should act according to the independence
hypothesis, with no interaction between initial and final syllables. The results from Exper-
iment 3 showed that identification of syllubles in nonword spondees is independent of the
accompanying syllable, demonstrating that the eflects obtained in Experiments 1 and 2 were
not due to some lower level phonetic factor but were, in fact, due to retroactive employment
of lexical information in ambiguity resolution. ]

Finally, a fourth experiment was conducted using isolated monosyllabic words to confirm
that the identification of component syllables in nonword spondees was in fact independent
of effects from the accompanying syllable. The results for the isolated nonosyllabic words
were virtually identical to the identification of the component syllables of the nonword spon-
dees, further supporting the claim that the results obtained in the first two experiments were
dus to the interactive use of lexical information in spoken word recognition.

The retroactive effects of lexical information in resolving ambiguities resulting from in-
creased neighborhood competition have important implications for models of spoken word
recognition. In particular, the present results suggest that strictly left-to-right models of
spoken word recognition, such as cohort theory (Marslen-Wilson & Welsh, 1978 ) and others
(e.g.. Cole & Jakimik, 1980) are inadequate. It is clear from the present results that the word
recognition system is capable of delaying commitment under conditions of ambiguity (e.g..
in the case of a highly competitive neighborhood) and using later occurring information to
help resolve this ambiguity. Thus, an appropriate model of spoken word recognition must
have come means of maintaining multiple candidates activated in memory and deferring de-
cisions regarding hypotheses about the stimulus input until later occurring disambiguating
information is presented. The present results suggest that activation of multiple items or
neighbors may result in perceptually ambiguous situations in which the word recognition
system may delay decisions.

It should be noted here that the interactive effects of lexical information demonstrated in
the present study are primarily retroactive and not proactive or predictive. That is, our re-
sults demonstrate a strong asymmetry between the direction of information flow in resolving
ambiguity. The finding that the word recognition system prefers to resolve ambiguity based
on later occurring information rather than to predict upcoming mformation may reflect an
important design characteristic of the word recognition system and the spccial signal which it
processes. (iiven our ahilities as speakers to produce virtually an infinite number of possible
combinations of words in sentences, it is unlikely that precise prediction of upcoming speech
input is possible under most normal circumstances in the perception of fluent speech. Thus.
the word recogmition system may perform optinally by not actively predicting upcoming
imput; such prediction would likely result in frequent garden-path interpretations. However.
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if the system avoided active prediction of input and instead maintained multiple items in
memory in ambiguous situations, later occurring information could then be employed to re-
solve previous ambiguities. Indeed, there is considerable evidence that the word recognition
system does in fact activate multiple items in memory (Luce, 1986: Marslen-Wilson, 1987).
The present study, therefore, serves to elucidate one of the important consequences of the
multiple activation of items and how lexical context may be used to choose among these
items.

Grosjean and Gee (1987) offer similar proposals regarding the notion of delaied commit-
ment in spoken word recognition. They propose that lexical search is initiated by stressed
syllables and that unstressed syllables are recognized by a pattern recognition analysis (see
also Cutler & Norris, 1988). Grosjean and Gee state that, in most instances. weak or un.
stressed syllables will be recognized after lexical search based on the stressed svllables has
been completed. Although these proposals are based on issues related to svllable stress,
the recognition of stressed vs. unstressed svllables is analogous to the recognition of words
in dense and sparse neighborhoods. Indeed, the present results suggest that recognition
of unstressed syllables will rrimarily proceed retroactively after access based on stressed
syllables. Evidence for this claim is provided by Grosjean (1985), who demonstrated that
reduced words are frequently recognized well after their acoustic offsets once sufficient later,
disambiguating information has been processed.

In summary, the present set of studies extend the effects of similarity nerghborhood struc-
ture on spoken word recognition to two syllable words. The present results demonstrate that
the direction of information flow in resolving ambiguities that arise from words in densely
populated neighborhoods is markedly asymmetrical. In particular, the process of discrim-
inating and deciding among multiply activated items in memory is primarily affected by
subsequent information and not by the generation of predictions or expectancies from prior
information in the speech signal. These results demonstrate that the word recognition svs-
tem operates according to principles of multiple activation and delaved commitment that
assure accurate and efficient recognition.
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Abstract .

A fundamental problem in the study of auditory word recognition concerns the
structural relations among the sound patterns of words in memory and the effects
these relations have on auditory word recognition. Evidence is reviewed demonstrating
that the number and nature of items activated in similarity neighborhoods of words
have direct effects on the speed and ease with which spoken words are recognized. This
evidence suggests that auditory word recognition is best characterized by two processes:
activation of multiple acoustic- phonetic patterns in memory and decision among these
competing items. The activation process is assumed to be driven primarily by the
similaritv of the stimulus word to other words in memory. Following activation, biased
decision processes attempt to choose among items activated in a similarity neighbor-
hood based on acoustic-phonetic evidence as well as higher-level lexica: information.
In particular, it is proposed that stimulus word and neighbor frequencies serve to bias
these decision processes. These proposals will be discussed in the framework of the
neighborhood activation model, which describes the processes by which words in a
similaritv neighborhood are activated and decided among.
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Similarity Neighborhoods of Spoken Words

Introduction

A fundamental problem in research on spoken word recognition concerns the processes
by which stimulus information in the acoustic- phonetic waveform is mapped onto lexical
items in memory. Clearly, given the enormous size of the adult mental lexicon, isolating the
sound pattern of one word from tens of thousands of others in memory is no trivial problem
for the listener, although this process of dicscrimination normally appears to proceed effort-
lessly and with little error. How, then. can we characterize the human’s amazing ability
to efficiently isolate the sound pattern of a given word from among the myriad of possible
alternatives?

The set of studies reviewed below was aimed at addressing this important question. In
particular, these studies investigated the structural organization of the sound patterns of
words in memory and the implications of this organization for spoken word recognition. In
each of the studies reviewed below, “structure” is defined specifically in terms of similarity
relations among the sound patterns of words. Given that one of the primary tasks of the word
recognition system involves discrimination among lexical items. the study of the structural
organization of words in memory takes on considerable importance, especially if it can be
demonstrated that structural relations influence the ease or difficulty of lexical discrimina-
tion, and, subsequently, word recognition and lexical access. By the same token, under the
assumption that word recognition involves discrimination among competing lexical items.
variations in the ease or difficulty of discriminating among items in memory can eulighten
us as to the structural organization of the sound patterns of words.

Assuming, then. that structural relations among words should influence auditory word
recognition via the process of discrimination. it is important to determine that structural
differences among words actually exist. Previous research (Landauer & Streeter. 1973: Luce.
1988a) has indeed demonstrated that words vary substantially not onlv in the number of
words to which they are similar, but also in the frequencies of these similar words. These
findings suggest that both structural and frequency relations among words may mediate lex-
ical discrimination. Investigation of the behavioral effects of these relations should help us to
understand further not only the process of lexical discrimination, but also the organization
of the sound patterns of words in memory.

The classic 1ssue of word frequency takes on an important role in the investigation of the
structural organization of the sound patterns of words. Numerous previous studies (Howes,
1957; Newbigging, 1961; Savin, 1963; Soloman & Postman. 1952) have demonstrated that
the ease with which spoken words are recognized is morotonically related to experienced
frequency. as measured by some objective count of words in the language. However, little
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work has been devoted to detailing the interaction of word frequency and- structural rela-
tions among words (see, however, Triesman, 1978a, 1978b). If word frequency influences the
perceptibility of the stimulus word, it may likewise affect the degree to which similar words
are treated as likely candidates for recognition. Frequency is important, then, in further
specifving the relative ccmpetition among items that are to be discriminated among.

The experiments summarized below were aimed specifically at examining the effects of
the number and nature of words activated in memory on auditory word recognition. In par-
ticular, the effects of the structure of similarity neighborhoods were examined. A similarity
neighborhood is defined as collection of words that are phonetically similar to a given stimu.
lus word. Similarity neighborhood structure refers to two factors: (1) the number and degree
of confusability of the words in the neighborhoud, and (2) tk= frequencies of the stimulus
word and its neighbors.

In the experiments discussed below, similarity neighborhood structure was estimated
computationally, using a 20.000 word on-line lexicon based on Webster's Pocket Dictionary
(Webster's Seventh Collegiate Dictionary, 1967). Each entry in this lexicon contains: (1) an
orthographic representation, (2) a phonetic transcription, (3) a frequency count based on the
Kucera and Francis (1967) notms. and (4) a subjective familiarity rating on a seven point
scale. ranging from “don’t know the word " (1) to “know the word and know its meaning™ (7)
(Nusbaum, Pisoni. & Davis, 1984). Examples of entries in the lexicon are shown in Figure
1.

Insert Figure 1 about here

The general procedure for computing similarity neighborhood structure using the com-
puterized lexicon was as follows: A given phonetic transcription (constituting the stimulus
word) was compared to all other transcriptions in the lexicon (which constituted potential
neighbors).! By comparing the phonetic transcription of the stimulus word with all other
phonetic transcriptions in the lexicon, it was possible to determine the extent to which a
given stimulus word was similar to other words (i.e.. neighborhood density or confusability).
In addition, it was also possible to determine the frequency of the neighbors (i.e., neighbor-
hood frequency) as well as the frequency of the stimulus word itself. Thus, three variables
relating to the similarity neighborhood structure were of interest: (1) stimulus word fre-
quency, (2) neighbothood density or confusability, and (3) neighborhood frequency.

The precise hypotheses concerning the effects of similarity neighborhood structure that
were tested in the experiments reported below were as follows: First, it was proposed that

IThe precise methods by which a neighbor was defined varied as function of the particular experimental
paradigm emploved and will be discussed in more detail below.
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Examples of entries in Webster’s lexicon

ORTHOGRAPHY TRANSCRIPTION FREQUENCY RATING

baby
bachelor
bacillus
back-
bacon
bad

bade

b’e<bi 62
b’QC-1X 6
bx-s’'I»lxs 2
b’'Qk 967
b’e<k|n 10
b’ed 142
b’@d 1

7.00000
7.00000
3.08333
7.00000
7.00000
7.00000
3.25000

Figure 1. Examples of entries in Webster's lexicon.
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stimulus words occurring in highly dense or confusable neighborhoods would be recognized
less accurately and less gnickly than words occurring in sparse or less confusable neighbor-
hoods. This hypothesis was motivated by the assumption that high density neighborhoods
result in a high degree of competition among phonetically similar items activated in memeory.
Second, it was hypothesized that stimulus words having high frequency neighbors would be
identified less accurately and less quickly than those with low frequency neighbors. The ef-
fects of neighborhood frequency were predicted under the assuription that frequency affects
the degree of competition among items. high frequency neighbors being stronger competitors
than low frequency neighbors. Finally, it was predicted that high frequency words would,
in general, be identified more easily than low frequency words. However, it was further
predicted that efi~cts of stimulus word frequency would be mediated by the structure of the
similarity neighborhoods in which the stimulus word resides in the mental lexicon.

Four experiments examining the effects of similarity neighborhood structure on auditory
word recognition are reviewed: (1) perceptual identification of words in noise, (2) auditory
lexical decision to nonwords, (3) auditory word naming, and (4) primed perceptual iden-
tifica-ion. Each of these experiments demonstrate that similarity neighborhood structure
has robust eflects on the speed and accuracy of auditory word recognition. Furthermore,
these experiments provide support for a model of spoken word recognition. the neighbor-
hood activation model, that characterizes the processes of spoken word recognition in terms
of neighborhood activation and frequency-biased decision.

Evidence from Perceptual Identification

Luce (1986) has developed a means of quantifving the effects of similarity neighborhood
structure on the perceptual identification of spoken words called the neighborhood proba-
bilitv rule. This rule represents a single expression that simultaneously takes into account
stimulus word intelligibility, stimulus word frequency. neighborhood confusability. and n~igh-
borhood frequency. Based on Luce’s (1959) general biased choice rule, this rule has the form:

p(stimulus word) * freqs
p(stimulus word) * freqs + {p(neighborj)*freqj}

The neighborhood probability rule states that the probability of correct identification
of the stimulus word is equal to the frequency- weighted probability of the stirmulus word
(p(stimulus word) = freqs) divided by ‘he frequency-weighted probability of the stimulus
word plus the sum of the frequency-weighted probabilities of the neighbors ({ p(neighborj)
« freqj} ). In general, this rule states the probability of choosing the stimulus word from
among its neighbors. In addition, the probabilities of the stimulus word and its neighbors
are weighted by their frequencies of occurrence (taken from the Kucera and Francis. 1967,
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norms). These frequency weights serve to increase, to greater or lesser degrees, the probabil-
ities of the stimulus word and its neighbors, depending on their objective rates of occurrence.

In order tc obtain independent estimates of the probabilities of the stimulus word and
its neighbors, the probabilities were estimated from confusion matrices for all possible initial
consonants, vowels, and final consonants (a complete description of the rule and how it was
computed can be found in Luce, 1986). For example, to determine the probability of the
stimulus word /kaet/, the separate probabilitiss for /k/ given /k/ (p(k—k)), /ae/ given /ae/
(p(ae~—ae)), and /t/ given /t/ (p(t—t)) were obtained from confusion matrices for initial
consonants, vowels, and final consonants, respectively. These independent probabilities were
then multiplied to give an estimate of the stimulus word probability. Note that this proba-
bility was determined independently from confusion matrices for initial consonants, vowels,
and final consonants.

Computation of the probabilities of the reighbors was carried out in an analogous man-
ner. For example. to determine the probability that /kld/ is a neighbor of the stimulus word
/kaet/, the confusion matrices were once again consulted. In the case of computing neighbor
probabilities, however, the conditional probability of /kId/ given /kaet/ was computed by
finding the component probabilities /k/ given /k/ (p(k—k)), /1/ given /ae/ (p(I—ae)). and
/d/ given /t/ (p(d—t)). These component probabilities were then mutliplicatively combined
to render an estimate of the neighbor probability.

Using this method of computing stimulus word and neighbor probabilities, the neigh-
borhood probability rule can be computed using the computerized lexicon. Basically. this
metkod involves compiring a given stimulus word to potential neighbors in the lexicon and
computing the respective probabilities. These probabilities can then be weighted by the
frequencies of occurrence of the words to which they correspond and entered into the rule
to generate an estimate of the probability of identifving a stimulus word given its frequency.
the confusability of its neighborhood, and the frequencies of its neighbors.

A number of properties of the neighborhond probability rule are worthy of mention. First,
the intelligibility of the phonemes of the stimulus word itself will determine, in part, the role
of the neighbors in determining the predicted probability of identification. Stimulus words
with high phoneme probabilities (i.e., words with highly intelligible phonemes) will tend to
have neighbors with low phoneme probabilities. owing to the fact that all probabilities in the
confusion matrices are conditional. Likewise, stimulus words with low phoneme probabilities
(1.e., those with less intelligible phonemes) will tend to have neighbors wit  elatively higher
phoneme probabilities. However, the output of the neighborhood probability rule is not a
direct function of the stimulus word probability. Instead, the output «{ the rule is depen-
dent on the existence of lexical items that contain phonemes that a.e confusable with the
phonemes of the stimulus word. For example, a stimulus word mey contain highly confus-
able phonemes. However, if there are few actual lexical items (i.e., neighbors) that contain
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phonemes confusable with those of the stimulus word, the sum of the neighbor word proba-
bilities will be low. The resulting output of the neighborhood probability rule will therefore
be relatively high. Likewise, if the phonemes of the stimulus word are highly intelligible,
but there are a large number of neighbors that contain phonemes that are confusable with
the stimulus werd, the probability of identification will be reduced. In short, the output
of the neighborhood probability rule is contingent on both the intelligibility of the stimulus
word and the number of neighbors that contain phonemes that are confusable with those
contained in the stimulus word. Thus, intelligibilitv of the stimulus word. confusabiiity of
the neighbors, and the nature of lexical items all act in concert to determine the predicted
probability of identification.

Note also that the frequencies of the stimulus word and the neighbors will serve to am-
plifv to a greater or lesser degree the probabilities of the stimulus word and its neighbors.
In the long run. high frequency stimulus words are predicted to produce higher levels of
performance. Likewise, high frequency neighbors are predicied to reduce identification per-
formance. However, because frequency in this rule is expressed in terms of the relation of
frequency of the stimulus word to the frequencies of its neighbors. the absolute frequency of
the stimulus word may have differential effects on predicted identification performance de-
pending on the frequencies of the stimulus word's neighbors. For example, given two stimulus
words of equal frequency, the stimulus word with neighbors of lower frequency will produce
a higher predicted probability of identification than the stimulus word with neighbors of
higher frequency. Simply put, this rule predicts that neighborhood structure will play a role
in determining predicted identification performance in terms of the combined effects of the
number and nature of the neighbors, the frequencies of the neighbors, the intelligibility of
the stimulus word. and the frequency of the stimulus word.

Luce (1988b; see also Luce, 1986) tested the predictions of the neighborhood probability
by rule selecting four sets of high frequency words and four sets of low {requency words vary-
ing on stimulus word probability and frequency-weighted neighborhood probability. Twe
levels of stimulus word probability (high and low) were orthogonally combined with two lev-
els of frequency-weighted neighborhood probability (high and low) for a set of high frequency
words and a set of low frequency words. rendering ight cells in total. Using the methods of
determining stimulus word probability and neighborhood confusability described above, 50
consonant-vowel-consonant words 2 were assigned to each of the eight cells (2 levels of stim-
ulus word frequency X 2 levels of stimulus word probability X 2 levels of frequency-weighted
neighborhood probability). These 400 words were randomized, mixed with white noise at a
signal-to-noise ratio of +5 dB, and presented to subjects for 1dentification.

The results of this experiment are presented in Figure 2. Results for the high frequency

*Each of the words in this study as well as the following studies were rated as highlv familiar (5.5 or
above) by subjects on a seven point scale (see Nusbaum, Pisoni, & Davis, 1984). This constraint on stimulus
selection was imposed to ensure that the subjects knew the words to be presented.
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words are shown in the top panel; results for the low frequency words in tle bottom panel.
Solid lines indicate words with high stimulus word probabilities; dotted lines indicate words
with low stimulus word probabilities. Frequency- weighted neightorhood probability is rep-
resented on the x axes; percent correct identification is represented on the v axes.

Insert Figure 2 about here

The results of this experiment clearly support the predictions of the neighborhood prob-
ability rule. First, words with high stimulus word probabilities were identified consistently
more accurately than words with low stimulus word probabilities. More interestingly, hov:-
ever. was the finding that words with high frequency-weighted neighborhood probabilities
were identified less accurately than words with low frequency-weighted neighborhood prob-
abilities. That is, words occurring in neighborhoods densely populated by high frequency
words were identified less accurately than words occurring in neighborhoods sparsel; popu-
lated by low frequency words.

Not surprisingly, high frequency words were. on the average. identified more accurately
than low frequency words. However, of interest is the finding that high frequency words were
not always identified at higher levels of accuracy. In particular, high frequency words residing
in dense. high-frequency neighborhoods were identified less accurately than low frequency
words residing in sparse, low frequency neighvorhoods, as predicted by the neighborhood
probability rule.

These results support the hypothesis that accuracy of identifving spoken words in noise
is crucially dependent on similarity neighborhood structure. The results demonstrate that
increased neighborhood competition reduces accuracy of identification, and that this com-
petition is influenced by both the number of possible neighbors and their frequencies of
occurrence. Furthermore, the present results demonstrate that effects of stimulus word fre-
quency are mediated by the structure of the similarity neighborhood. In short, these results
provide support for the hypothesis that words are recognized in the context of similar words
activated in memory.

Evidence from Auditory Lexical Decision: Nonwords

Although the previous results strongly implicate the role of similarity neighborhood struc-
ture in spoken word recognition. the findings are restricted to identification of words degraded
by white noise. In order to test the generality of these effects to stimuli that are not de-
graded. Luce (1986) performed an auditory lexical decision task using specially constructed
nonword stimuli varying in neighborhood density and frequency. The choice of examining
decisions to nonwords was motivated by a study by Marslen-Wilson (1987) that failed to find

159 i)



091

‘» Low Stimulus
Yord
Prohdlllty
< High Stisul
la% sulve
Probabi 11ty
Lov Fraquancy Yorde
n:[ IJ
“t "t
e b o
g ol ol
'* "
B o3
a. e *
i " g
104 10$
L , . : ,

Lee ng Low ) g
Frequency-Yeighted Neighborhood Prabability Frequency-Veighted Neighborhood Probability

Figure 2. Perceptual identification results. Results for the high frequency words are shown
in the top panel; results for the low frequency words are shown in the bott >m panel.



set-size (i.e., neighborhood density) »ffects on reaction times to nonzrds in 4 . *xical decision
task. Having obtained such effects for perceptual identification, it is of crucial importance
to determine if such effects can also be obtained in a task in which the stimuli are not made
purposefully difficult to perceive through stimulus degradation manipulations.

Luce (1986) generated a set consonant-vowel-consonant nonwords modeled on the statis-
tical properties of actual words occurring in Webster’s Pocket Lexicon. Each of these non-
words had admissible initial consonant-vowel (CV) sequences, vowel-final consonant (VC)
sequences. and initial consonant-final consenant (C—C) sequences. In addition, given this
manner of stimulus construction, each of the nonwords diverged from real words at the final
phoneme. From this set of nonwords, 400 stimuli were selected that fell into one of four
cells: (1) high neighborhood density-high neighborhood frequency, (2) high neighborhood
density-low neighborhood frequency. (3) low neighborhood density-high neighborhood fre-
quency. and (4) low neighborhood density-low neighborhood frequency

Neighborhood density and neighborhood frequency were computed as follows: Each non-
word was compared to each word in Webster’s lexicon. A neighbor was defined as any word
that could be converted to the nonword under analysis by a one phoneme addition. substitu-
tion. or deletion in any position. For each nonword, the number of neighbors. as well as the
{requencies of these neighbors, was tallied and used to assign the nonwords to one of the four
cells in the design. These 400 nonwords were mixed with 400 words and presented for word-
nonword decisions. Reaction times were measured from the onset of the nonword stimuli
to the button-press response. Reaction times for correct nonword judgments are shown in
Figure 3.

Insert Figure 3 about here

As =an be seen from Figure 3. both neighborhood density and neighborhood frequency
had marked effects on nonword judgment times. Nonwords with many word neighbors were
responded to significantly more slowly than nonwords with few word neighbors. In addi-
tion. nonwords with high frequency neighbors were respanded ta more slowly than nenwords
with low frequency neighbors. Thus, demonstrable effects for both neighborhood density
and neighborhood frequency on reaction times to initiate nonword judgments were observed.
These results demonstrate that similarity neighborhood effects are not contingent on presen-
tation of degraded stimuli and have marked effects on processing times as well as accuracy
of 1dentification.
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Figure 3. Mean response latencies for nonwords using an auditory lexical decision task.
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Evidence from Auditory Word Naming :

To further examine the effects of similarity neighborhood structure on spoken word recog-
nition. Luce (1986) performed an auditory word naming experiment using word stimuli vary-
ing in frequency, neighborhood density, and neighborhood frequency. In this task, subjects
were presented with a spoken word that thev were required to repeat as quickly as possible.

The motivation for using the naming paradigm came from recent findings in the visual
word recognition literature on the role of word frequency in naming. Balota and Chumb.
ley (1984) have presented evidence demonstrating that word frequency effects are severely
reduced in the visual word naming task. Paap, McDonald. Schvaneveldt, and Neoel (1986)
have further argued that the visual word naming task circumvents lexical access and thus
circumvents access to frequency information.

These findings suggest an interesting means of dissociating effects of pattern similarity
(e.g., density) and frequency, and thus possibly relegating effects of frequency and multiple
activation of neighbors to different levels of processing. In particular, the naming task was
empioved to determine if frequency effects (both stimulus word frequen.y and neighborhood
frequ ~v)lie at a later, decision stage of processing, whereas multiple activation of neighbors
lies at s. 1~ earlier stage. If the visual and auditory naming tasks are sufficiently similar.
it may ' nothesized that frequency effects will be circumvented in the auditory naming
task. L.ov v or, activation of neighbors should not be affected by the task. given ti-at mul-
tiple patterns must still be activated and decided upon in order to identifv the stimulus word.

In order to test this hypothesis. 400 consonant-vowel-consonant words were were assigned
to eight cells. These cells were constructed by orthogonally varving two levels of word fre-
quency (high and low). two levels of neighborhood density (high and low). and two levels of
neighborhood frequency (high and low). The method for determining similarity neighbor-
hood structure was identical to that used in the previous lexical decision experiment.

Reaction times for naming the 400 stimuli were measured from the onset of the stimulus
to the naming response. Results for the naming task are shown in Figure 4. Because no
significant interactions involving the three dependent variables of word frequency. neighbor-
hood density. or neighborhood frequency were observed, onlv the mean reactions times for
each level of the three variables are shown.

Insert Figure 4 about here

Only the effect of neighborhood density was significant. Words in high density neigh-
borhoods were named more slowly than words in low density neighborhoods. No effects of
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stimulus word frequency or neighborhood frequency were observed. .

As hypothesized, significant effects of density were observed in the absence of frequency
effectz. These results demonstrate that the naming task requires multiple activation of lexi-
cal items in memory, but that word frequency information that may bias decision processes
operating on these units is bypassed. Because the naming response requires a precise analy-
sis of the acoustic-phonetic properties of the stimulus word in order to build an articulatory
plan for executing a response. biases not based on the acoustic-phonetics themselves (e.g.,
frequency biases) may hinder response generation. Given the response required.by the nam-
ing task. therefore. subjects may optimize performance by focusing on discriminating among
the acoustic-phonetic patterns and ignoring higher-level lexical information. Thus, frequency
effects would not be expected to affect naming times. However, because an acoustic-phonetic
pattern must be isolated in order to make the naming response. neighborhood density would
be expected to influence the time need to generate the response. Indeed, precisely this pat-
tern of results was obtained in the naming study.

The results of this study therefore demonstrate that neighborhood density effects are
clearly separate from frequency effects. Thus, the present study demonstrates that stimulus
similarity and decision biases based on frequency are separable factors that have differential
effects on the levels of processing in the word recognition system.

Evidence from Primed Auditory Word Identification

The picture that begins to emerge from the three previous studies is one invelving two
processes in spoken word recognition: Activation of multiple candidates in memory and
frequency-biased decision processes. Furthermore. these studies demonstrate that activation
of multiple lexical items engenders costs to the word recognition system in terms of speed
and accuracy of processing.

Neither of these proposals is consistent with at least one popular theory of spoken word
recognition, namely cohort theory. The most recent version of cohort theory predicts neither
processing costs associated with activation of multiple items nor frequency-biased decision
processes. On this latter issue, cohort theory assumes that frequency adjusts the activation
levels of items in memory and is not the product of post-activation decision processes.

In order to further investigate the issues of multiple activation and frequency in spo-
ken word recognition, Goldinger, I .ce, and Pisoni (1988) recently conducted a priming
experitnent aimed at evaluating two crarial aspects of the effects of similarity neighbarhand
structure on auditory word recognition. The first concerned predictions based on the neigh-
borhood probability rule of inhibition from priming in spoken word recognition. The second
concerned the issue of the separation of activation and frequency bias.
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The neighborhood probability rule discussed earlier makes an interesting and somewhat
counterintuitive prediction regarding priming by phonetically related items. Typically, prim-
ing effects in both visual and auditory word recognition experiments have demonstrated fa-
cilitation from the prime to the target item. However, th2 neighborhood probability rule
predicts that in certain instances, inhibition should arise when a phonetically related prime
is presented prior to a target item.

Recall that the rule states tha. identification performance may be characterized by the
probability of choosing the stimulus word from among its neighbors. As the number and
frequency of the neighbors increase, identification performance is predicted to decrease. Con-
sider now the case in which a neighbor of the stimulus word 1s present prior to the stimulus
word itself and subjects are required to identifv the stimulus word. Assuming that some
residual activation from the nhonetically-reiated prime (the neighbor) is present upon pre-
sentation of the stimulus word, this residual activation from the prime should increase the
overall activity of words in the neighborhood. thus reducing accuracy of identification of the
stimulus word itself, relative to an appropriate baseline condition (i.e., phonetically-unreiated
prime-stimulus word pair). That is, priming with a neighbor should actually result in re-
duced identification of the stimulus word, given that residual activation from the neighbor
prime will result in increased competition with the stimulus word for identification.

In addition, it was predicicd that the degree c( inhibition would vary as a function of
the frequency of the prime. In particular, it was predicted that low frequency primes should
produce more inhibitiox than high frequency primes. The rationale for this prediction is as
follows: All things being equal. low frequency words should be identified less quickly and
less accurately than high frequency words. Recall that this prediction is not based on the
assumption that high frequency words have higher resting activation levels, lower recogni-
tion thresholds, or steeper activation functions than low frequency words. Instead. the word
frequency advantage is assumed to arise because biased decisinns regarding the stimulus in-
put can be made more quickly and accurately for high frequency words. Because frequency
affects the decision process and not activation levels. at the moment a decision has been
made regarding the identity of the stimulus input, activation levels of high frequency words
will be lower than the activation levels of low frequency words. Simply stated, frequency-
biased decisions about high frequency words are accomplished quickly, requiring less time
for activation ..vels to rise for high frequency words than for low frequency words. There-
fore. NAM predicts that low frequency primes will leave higher residual activation levels in
the neighborhood when the target is presented, thus producing more inhibition than high
frequency primes. Again, the higher residual activation for low frequency primes is simply a
consequence of delaved frequency-biased decisions.

In order to test these two hypotheses, Goldinger et al. (1988) generated consonant-vowel-

consonant target items varyving in stimulus word frequency and neighborhood density and
frequency. These target items were then paired with phonetically-related primes that were

166



either high or low in frequency. The phonetically-related primes constituted the nearest
neighbors of the target words that had no identical overlapping phonemes. Computation
of primes from these neighborhoods was identical to that used in the perceptual identifica-
tion study discussed above. The restriction that none of the primes have any overlapping
phonemes was imposed to guard against guessing strategies based on subjects’ expectancies
of overlap. In addition to phoneticaliy related primes, unrelated primes for each of the tar-
get stimuli were also generated. The unrelated primes had a probability of zero of being a
neighbor of the target item.

On a given irial, a phonetically related or unrelated prime was presented in the clear
immediately preceding presentation of a target item mixed with white noise at a +5 dB
signal-to-noise ratio. The subjects were required to identify the target word on each trial.

The results of the primed auditory word identification study are shown in Figure 5. Light
bars indicate conditions for neutral primes, dark bars show performance for related primes.
Mean percentages of correct target identification for high frequency targets are shown on the
left; mean percentages for low frequency targets are shown on the right. Mean percentages
correct for prime-target pairs occurring in sparse neighborhoods are shown in the upper
panel; percentages for dense neighborhoods are shown in the lower panel.

Insert Figure 5 about here

Significant effects of target word frequency and neighborhood density were obtained,
replicating the effects of the previously discus.ed perceptual identification study. In addi-
tion, significant effects of inhibition priming were obtained in three conditions. indicated by
asterisks in Figure 5. Note that significant effects of inhibition were obtained only for low
frequency primes, as predicted, with one exception. No inhibition was observed for low fre-
quency words occurring in high density neighborhoods. The failure to observe a significant
effect may be due to the fact that in this condition. the target item is already receiving a great
deal of competition from other words in its neighborhood. Thus, neighborhood competition
may be so strong in this condition that any additional competition provided by the related
prime preceding the target is undetectable. Nevertheless, as predicted by the neighborhood
probability rule. related low frequency primes in all other conditions resulted in significant
inhibitiori. These results demonstrate that phonetically related primes selected from the
same similarity neighborhoods increases neighborhood competition via their residual acti-
vation. thus lowering the probability of correct selection of target items from among their
ncighbors. In addition, only low frequency primes praduced significant levels of inhibition.
This result i1s problematic for models that assume that frequency is coded in activation lev-
els or thresholds. However, these results are easily accounted for by a model that separates
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activation and frequency-biased decision processes. .

The Neighborhood Activatioi:. Model

On the basis of these and other results (see Luce. 1986), we have proposed a model of
spoken word recognition that attempts to characterize the processes of neighborhood acti-
vation and selection. This model, called the neighborhood activation model, is primarily a
processing instantiation of the frequency-weighted neighborhood probability rule described
above. Basically. the model assumes that a set of similar acoustic-phonetic patterns is ac-
tivated in memory on the basis of stimulus input. The activation levels of these patterns
are assumed to be direct function of their phonedic similarity to the stimulus input. Over
the course of processing. stimulus input serves to resolve or refine a pattern. That is. as
processing proceeds, the paltern corresponding to the stimulus input receives successively
higher levels of aciivation, while the activation levels of similar patterns are attenuated.

Words emerge in the neighborhood activation model when a system of word decision units
tuned to the acoustic-nhonetic patterns are activated. The activation of the decision units
is assumed to be direct, in the sense of logogen theory (Morton, 1979) and cohort theory
(Marslen-Wilson &: Welsh, 1978). In addition, as in cohort theory, the system of word units
is assumed to be based only on the activation of the acoustic-phonetic patterns. That is,
word recognition is assumed to be, at least initially, completely data driven based on infor-
mation contained in the speech waveform. Once the word decisicn units are ac’ivated. they

monitor a number of sources of information. The first source of aation 1s the activation
of the acousti~-phonetic patterns, wnich have previously served . jvate the decision units
themselves. The word decision units also moni‘or the overall lev - ctivity in the decision

svstem itself, much like processing units monitor the net activity it .el of the system in the
TRACE model of speech perception (Elman & McClelland. 1986; McClelland & Elman.
1986). Finally, decision units are tuned to higher-level lexical information, which includes
word frequency. This information serves to hias the decisions of the units by weighting the
activity levels of the words to which they respond. The values that serve as the output of the
decision units are assumed to be computed via a rule similar ¢o the neighborhood probability
rule discussed above.

Word recognition in the neighborhood activation model may be accomplished in a num-
ber of ways, depending on the requirements of the task. In situations in which the stimulus
input is degraded. word recognition is accomplished by evaluating the values computed by
the decision units and selecting a response based on these values. When speeded responses
are required, it is assumed that the subject sets a criterion for responding that, once exceeded
by the output of a decision unit, results in the recognition of a word. Word recognition is
defined explicitly as the choice of a particular pattern by the system of decision umits. Lexical
access 1s assumed to occur once a decision unit makes all of the information it was monitoring
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available to working memory. Thus, the decision units act as gates on the acoustic-phonetic
and lexical information available to the processing system. If insufficient evidence for a word
is provided by the decision system, the activation levels of the acoustic-phonetic patterns
themselves may be consulted, resulting in the recognition of a nonword pattern.

The neighborhood activation model places much of the burden of spoken word recogni-
tion on the discrimination among similar acoustic- phonetic patterns corresponding to words
and the decisions necessary for choosing among these patterns. In addition, the model ac-
counts for word frequency effects by allowing frequency information to bias the decisions of
the word decision units. However. because each word decision unit computes values based
on its acoustic-phonetic pattern as well as the overall level of activity in the decision svstem.
decisions are assumed to be context sensitive. Thus. frequency is assumed to be a relative
factor, not an inherent property or attribute of a word. That is. if many decision units are
receiving strong frequency biases. a decision unit for a given high frequency word may com-
pute relatively low values. Likewise. a decision unit for a low frequency word may quickly
begin to output high values if there is little other activity in the svstem. Thus. effects of
frequency are not assumed to be absolute. but instead are highly dependent on the activity
level of the decision system as a whole.

Other Models of Word Recognition

The neighborhood activation model bears a strong resemblance to other models «f spoken
word recognition, and many of the concepts incorporated in the model have precedents in
previous accounts of auditory word recognition. However. as will be argued below. the madel
makes certain predictions that are inconsistent with current models of word recognition. in
particular with regard to the roles of frequency and similarity. We now turn to a discussion
of two of the more influential models of word recognition in order to highlight the fundamen-
tal differences and similarities between the neighborhood activation mode! and these models.

Logogen Theory

Morton (1969, 1979) has proposed a model of word recognition based on a system of “lo-
gogens~ that monitor bottom-up sensory information and top-down contextual and lexical
information. Information from either of these sources serves to drive the logogens toward
threshold. Once a threshold is reached, the information to which the logogen corresponds is
made available to the processing system and a word is said to be recognized and accessed.
Morton accounts for word frequency effects in the logogen model by assuming that high
frequency words require less evidence than low frequency words to cross threshold. Morton
thus refers to logogen theory as an evidence-bias model.

The resemblance between Morten's system of logogens and the svstem of word decision
units in the neighborhood activation model is quite strong. Both logogens and word decision
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units monitor top-down and bottom-up information. In addition, both logbgens and word
decision units are assumed to prohibit information from becoming available to the general
processing system until a decision regarding che identity of the word has been made. How-
ever, word decision units differ from logogens in a number of important ways.

Perhaps the most crucial difference between logogens and the word decision units hinges
on the problem of accounting for neighborhood structural effects. Logogens are assumed
to be independent processing units with no interconnections among lexical items in mem-
ory. The lack of crosstalk among logogens makes it difficult to account for the findings that
words in highly dense or confusable neighborhoods take longer to respond than words in
less dense or less confusable neighborhoods. Because logogens are independent processing
units. stimulus input should push a given logogen over threshold at the same point in time,
regardless of whether the stimulus input activates many or few logogens. Granted. accu-
racy differences bLetween dense and sparse neighborhoods may arise because there is a higher
probability that logogens corresponding to similar words may surpass threshold prior to the
logogen corresponding to the stimulus input. It is not so clear, however, how logogen theory
would account for the effects of neighborhood density on reaction times. When presented
with clearly specified acoustic-phonetic information. as in auditory word naming. the lo-
gogen ¢ srresponding to the stimulus input should always cross threshold at the same point
in time, regardless of the activity levels of other logogens, assuming that word frequency is
held constant.

The most difficult problem that the present set of results poses for logogen theary con-
cerns the robust findings that frequency effects are dependent on the neighborhood structure
of the stimulus word. In the perceptual identification studv. it was shown that certain classes
of high and low frequency words are responded to at equal levels of accuracy if the neigh-
borhood structures of the words were equated. Because logogens corresponding to high and
low frequency have different thresholds. low frequency werds should alwayvs require more
evidence than high frequency words in order to cross threshold. Because a single logogen
has no knowledge of the activation levels of other logogens. it is difficult to explain within
logogen theory how the frequencies of items in a neighborhood could influence recognition
of the stimulus word.

In addition, logogen theory has no mechanism for explaining the results of the word
naming study. Recall that in the naming study we argued that word units must have been
accessed by subjects in order to produce the effect of neighborhood density. However. no
effects of word frequency or neighborhocd frequency were observed. It is perhaps possible
that the thresholds for logogens cortesponding to high and low frequency words were tem-
porarily equated due to some unspecified property of the naming task. However. not onlyv is
this solution extre.nely inelegant and unparsimenious, it seriously calls into question logogen
theory's fundamental claim that thresholds are intrinsic to the logogens themselves and arise
over time as a function of degree of exposure to words.

171



L3

A final problem for logogen theory concerns the nonword data from the auditory lexical
decision experiment. Coltheart. et al., (1976) have proposed that nonword decisions in the
logogen model can be made in a similar manner to nonword decisions in the neighborhood
activation model. Specifically, a nonword decision is executed when no logogen fires. How-
ever, because the activation levels within the logogens are not available for inspection (i.e.,
logogens are either above or below threshold), it is difficult to account for the finding that
the number and nature of words activated by the nonword stimulus influences reaction time.
As logogen theory stands, there is no means for evaluating the overall level of activity in
the logogen system, and consequently there is no mechanism for making faster decisions to
nonwords with fewer neighbors or lower frequency neighbors. The ..onword data from the
auditory lexical decision experiment are therefore problematic for a system of independent
processing units that respond only upon surpassing an intrinsic thresholds.

The neighborhood activation model, on the other hand, provides a coherent description
of the present set of results by assuming that the decision units are interconnected and
that frequency effects arise from biases stemming from higher-level sources of information.
Modifications of logogen theory may be possible to account for the present results. but it is
very likely that the resulting model would bear a strong resemblance to the neighborhood
activation model. Nonetheless, there are important similarities between the neighborho>d
activation model and logogen theory, owing to thie fact that the present model incorporates
many ideas from logogen theory. In particular the neighborhood activation model assumes
a syvstem of word decision units that serve as the interface between the acoustic- phonetic
input and higher-level information, as proposed by logogen theory. However, due to the in-
terconnectedness of the svstem of word decision units, the neighborhood activation model is
able to account for the effects of neighborhood structure, whereas logogen theory apparently
1s not.

Cohort Theory

Perhaps the most influential of current models of spoken word recognition is cohort the-
ory, proposed by Marslen-Wilson (Marslen-Wilson & Welsh. 1978; Marslen-Wilson & Tyler.
1980; Marslen-Wilson, 1984, 1987). Accordingto this theory. a “cohort™ of words is activated
in memory on the basis of the initial acoustic-phonetic input of the stimulus word. Words in
the cohort are then eliminated by two sources of information: continued acoustic-phonetic
input and top-down contextual information. That is, words in the cohort are ruled out or
deactivated by continued processing of the stimulus information as well as by inconsistent
contextual information. A given word is recognized when it is the onlv word remaining in
the cohort.

Cohort theory has provided a number of valuable insights into the temporal processing
of spoken words. In previous versions of the theory. however. no attempt was made to ac-
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count for word frequency effects. In a recent version of the theory, though, Marslen-Wilson
(1987) has incorporated a mechanism for accounting for word frequency effects by assuming
that words in a cohort have differing levels ~f activation depending on their frequencies of
occurrence. Words with higher levels of activation take longer to eliminate from the cohort
than words with lower levels of activation, thus affording at least an initial advantage to
high frequency words. Because the latter version of cohort theory represents a significant
improvement over the initial formulation of the theory, only this version will be considered
in the present discussion.

Cohort theory and the neighborhood activation model are similar in the respect that both
models assume bottom-ap priority in the activation of items in memory. Furthermore, both
models a- > that a set of items is activated and processed in parallel. In addition, both
models state that items receive reduced levels of activity as disconfirming acoustic-phonetic
information is presented. Unlike cohort theory. however, the neighborhood activation model
at this stage of formulation has little to say about the time course of eflects in the word
recognition system, primarily due to the fact that the model was developed on the basis of
data from very short words. Indeed. some of the aspects of cohort theory may have to be
incorporated into the neighborhood activation model in order to account for the recognition
of longer words. Nonetheless, cohort theory and the present model do make fundamentallv
different predictions. at least for short stimuli.

Marslen-Wilson (1987) argues that because cohort theory is realized as a parallel system.
no effects of set size should be observed on word recognition. Words in a cohort are assumed
to be activated at no cost. The neighborhood activation model is also realized as a system of
parallel processing units. but the fundamental claim of the neighborhood activation model
1s that the nature and number of items activated in memory does influence the accuracy as
well as the speed of recognition. This prediction stems from the claim that the word decision
units are sensitive to the overall level of activity in the decision svstem and are therefore
influenced by the number and nature of competing items. Evidence to support this claim
was provided by each of the experiments previously reported.

Marslen-Wilson (1987) argues that set size has no effect on recognition performance on
the basis of a set of experiments examining iexical decisions for nonwords. He claims that if
nonwords are matched at the point at which they diverge from words, no effect of set size
should be observed on reaction times. This is in contradiction to the findings in the lexical
decision experiment reported earlier in which large effects of neighborhood density (i.e.. set
size) and neighborhood frequency were observed for nonwords. Recall that because of the
manner in which these nonwords were constructed. each of the nonwords diverged from words
at the third phoneme. Thus, set size effects were demonstrated even when divergence points
were equated. Given that Marslen-Wilson's claim of no effects of set size are based on null
results. the positive findings reported for the nonwords seriously calls this claim into question.
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Indeed, each of the experiments reported previously fails to support the'notion that the
number of items activated in memory has no influence on recognition performance. Althoug!
Marslen- Wilson may object to the results from the perceptual identification study, claiming
that the use of “noisy " stimuli may induce post-perceptual processes, the results from the
lexical decision study taken together with the auditory naming study clearly contradict a
fundamental claim of cohort theory. Indeed, it is not even clear that the postulation of some
vague “post-perceptual” processes indicts the results from the perceptual identification study.
which showed significant effects of neighborhond structure on identification performance. In
short, the results of the present set of studies considered together refute a fundamental claim
of cohort theory that activation of multiple lexical items in memory results in no processing
costs to the system.

The results of the naming study also provide counter evidence to cohort theory’s treat-
ment of word frequency. All words used in the naming study had approximately equal
isolation points by virtue of their short length (see Luce, 1986a). However, despite equiva-
lent isolation points, high frequency words were named no faster than low frequency words. in
contradiction to the predictions made by the most recent version of cohort theory (.larslen-
Wilson, 1987). In addition, because there was a strong effect of density, it cannot be assumed
that lexical items were byvpassed in the generation of the naming response. Thus, the current
version of cohort theory also fails to account for the results obtained in the present investi-
gation that frequency effects may be circumvented by task requirements.

Finally, the results of the priming study provide further evidence that high and low fre-
quency words may not differ in absclute activation levels and that effects of frequency are
at a stage following activation. This conclusion is supported by the finding that only low
frequency primes resulted in significant leve's of inhibition, a result that cannot easily be ac-
counted for by models that assume that frequency is coded in activation levels or thresholds.
As previously argued, an adequate model of spoken word recognition cannot assume differ-
ing inherent activation levels or thresholds for the units monitoring high and low frequency
words. Instead, the effects of frequency are best described as biases on the decision units
responsible for choosing among activated lexical items. By treating the effects of frequency
as biases on the decision process, one can account for results demonstrating the lability of the
frequency effect depending on task requirements (e.g., Pollack, et al., 1959) and higher-level
sources of information (Grosjean & Itzler, 1984). Thus, the instantiation of frequency in
the latest version of cohort theory is difficult to countenance. The neighborhood activation
model, however, provides a more principled explanation of the effects of word frequency on
both the stimulus word and its neighbors.

Conclusion

The picture that begins to emerge from the results reported (i the studies discussed
above is one of a perceptual and cognitive system optimized fo the recognition of words
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under a variety of circumstances. This optimization is achieved by a simultaneous activation
of alternatives based on the stimulus input, and by a sophisticated system that attempts to
maximize de:isions among these alternatives. The fact that the word recognition system is
capable of considering numerous alternatives in parallel helps to assure the best performance
of the system in the face of stimulus input that is often impoverished, degraded, or poorly
specified. However. as the present set of experiments have shown, this optimization is not
without its processing costs. Both the number and nature of words activated by the stimulus
input affect not only the accuracy of word recognition. but also the time required to decide
among the activated candidates. Nevertheless. such processing costs subserve the ultimate
goal of the speech percepticn, namely to maximize the speed and accuracy with which
words are recognized in real-time. In short. the study of the structural organization of
the neighborhoods of words in the mental lexicon has provided deeper insights into one
important aspect of the fundamentally and uniquely human capacity to communicate with
spoken language.
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Abstract

Recent work in phonological theory has argued for a view that the features that
comprise a phoneme are hierarchically organized. The conception of phoneme feature
organization that has emerged from both a phonetic and phonological perspective is
that, on the one hand, place of articlulation features (e .g., [back], [high), [anterior}, etc.)
group together while, on the other hand, laryngeal features (e.g., [voice}, [spread glot-
tis], [constricted glottis]) group together. Moreover, among the place features further
organization has been posited depending on which articulator controls the feature. For
example, the tungue body controls (or articulates) the features fhigh}, [back], and [low].
These are referred to as dorsal features and they group together. The tongue blade
controls the features [anterior] and [distributed]. These are referred to as coronal fea-
tares and they group together. And the lips are used in articulating the feature {round]
which is a labial feature. Thus the place of articulation features are further divided into
dorsal, coronal, and labial features. While there is fairlv widespread consensus among
phonologists on the general division into larvngeal features and place features, there
is very little consensus on the status of manner of articulation features (e.g., [nasal],
[continuant], [lateral]) within Feature Geometrv. This paper fucuses on the issue of
just how the manner feature [continuant] fits into the hierarchical conception from a
phonological perspective. Based on a relatively small range of phenomena it is argued
‘hat the feature [continuant] is best represented as a supralarvngeal feature.



Manner of Articulation and Feature Geometry: A Phonological
Perspective

Introduction

Much recent work in phonological theory has focused on the internal organization of
phonological features. From the works of such researchers as Clements (1985,1987), Archangeli
and Pulleyblank (1986), Halle (1986), and Sagey (1986b) a view has emerged that phono-
logical features are hierarchically organized with certain features grouping together. This
emerging view of che organization of phonological features (i.e., of Feature Geometry) can
be represented by a hierarchical tree structure.! This is shown in (1), below.?

(1) X
|
Root
L/\ SL
|
v 8g ¢g Place

Labﬁ— Coronal Dorsal

round ant dar-t hi back low

The organization in (1) reflects the view that phonological features (indicated with small
case letters) can be divided into supralaryngeal and laryngal features. These features are
represented in (1) as being under the Supralaryngeal and Laryngeal node, respectively. The
supralaryngeal features would include place of articulation features. These place of articula-
tion features, as indicated in (1), are divided into tongue body features (i.e., dorsal features),
tongue blade features (i.e., coronal features), and labial features. In the representation in
(1) the Laryngeal node and the Supralaryngeal node are dominated by the Root node.® The

!The following abbreviations are used: L=laryngeal, SL=supralarvngeal, v=voice, sg=spread glottis,
cg=constricted glottis, ant=anterior, cor=coronal and X is a C-slot or V-slot on the CV-tier or timing tier.

2We ignore here the issue of the location of manner of articulation features. This issue will be addressed
in the following section.

3The nonterminal nodes in (1), Root, Laryngeal, Supralarvngeal, and Place are referred to by Clements
(1985) as class nodes. In the numbered examples throughout this paper class nodes will begin with a capital
letter so as to distinguish them from phonological features which, in the hierarchical tree structure like in
(1), are tcrminal nodes immediately dominated by class nodes.
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Root node links directly tc a C-slot or V-slot on the CV-tier.?

Both phonetic and phonologocial evidence have been adduced for the feature organiza-
tion in (1). The phonetic evidence, as discussed in Clements (1985) (and paraphrased here),
comes from the observation that speech involves the coordination of simultaneous and par-
tially overlapping laryngeal and supralaryngeal gestures. That is, in speech one can keep the
larvngeal configuration constant while varying the geometry of the vocal tract, or one can
keep the supralaryngeal gesture constant while varying the state of the larynx. The division
of features into laryngeal and supralaryngeal, as in (1) captures this observation. Moreover,
regarding place of articulation features, the labial features, the coronal features, and the
dorsal features are each independent of one another, so that it is quite possible to articulate
a labiovelar (which involves both labial and dorsal features) or a labiocoronal (which involves
both labial and coronal features), but it is impossible to articulate a velar-uvular since both
velars and uvulars are made with the tongue body.

The phonological evidence for the hierarchical structure in (1) is discussed at great length
in Clements (1985) and Sagey (1986b). Basically, they show that rules of assimilation and
deletion often involve just class nodes. For example, rules of total assimilation invelve Root
ncde spreading. This is shown in (2) for a rule that totally assimilates a nasal consonant to
the following consonant (nas=nasal). ®

(2) C C
R
Root Root
L SL L SL
+nas
Place Place

Moreover, rules in which there is deletion or assimilation of just laryngeal features,
supralaryngeal features, or place features would involve the delinking or spreaciug of the
Larvngeal, Supralaryngeal, or Place nodes. respectively. Consider, for example, the process
in the Native American language Klamath whereby a lateral ejective becomes a glottal stop

1\We assume in this paper the theorv of CV phonologyv as put forth in Clements and Kevser (1983).
Nothing in this paper crucially hinges on this particular theory as opposed to the X-tier theory of Levin
(1985).

5We assume here that assimilation phenomena are more insightfully analvzed as being accomplished
through autosegmental spreading rather than through feature changing rules. See Hayes (1986) for specific
argumentation for the superiority of the autosegmental account of assimilation.
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[?] after certain consonants. Under a view of Feature Geometry such as in (1), this phe-
nomenon can be explained as simply the loss (or delinking) ~f all supralaryngeal features of
the lateral ejective while its laryngeal features remain intact (lat=Ilateral). This is shown in

(3).

(3) /1/

root

L SL

|
+cg +lat
Place

Coronal

l

+ant

[?]

In addition to the evidence from total assimilation and deletion phenomena, partial assim-
ilation processes also provide evidence for the hierarchical feature representation in (1). This

- is discussed at length by Clements (1985) and Sagey (1986b). They note that in language

after language assimilation rules involve certain combinations of features but not others. For
example, the features [anterior|, [cor~nal|, [high], and [back| often are mentioned together
in assimilation rules, particularly in rules whereby nasal consonants assimilate to the place
of articulation of a following consonant. Such a rule would be written as in (4) using the
rule-writing formalism of Generative Phonology.

(4) C C
+nas ~--->a ant / ___ a ant
b cor b cor
¢ high ¢ high
d back d back

Under the account in (4) there is no particular reason why it is the features [anterior],
[coronal], [high], and [back] that assimilate together and not, for example, |back] and [voice].
However, on an analysis of assimilation that incorporates a hierarchical representation of
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phonological features as in (1) (as well as viewing assimilation as being accomplished by
autosegmental spreading), the reason why it is quite comn.on for the combination of features
[anterior]. [coronal], [high], and [back] to assimilate together is that such cases are just
instances of place of articualation assimilation. A rule like that in (4), on a feature geometry
account zimply involves the spreading of the Place node. This is seen below.

(5) C C
| |
}ot\ Root
L SL ~ SL L
| ™. I
e
+v +nas ey +v
)
~~ oy,
Place Place

An account of assimilation that incorporates Feature Geometry would predict that certain
types of assimilation would be nonoccurring (or, at least, extremely uncommon) such as a
rule that assimilates the features {back] and [voice] together, as in (6). Such a rule might,
for example, convert /g, to [k¥] in the environment before a /p/ .

(6) C ---> a back C
b voice / ___ a bvack
b voics.

Rules like this would be predicted to be nonoccurring (or, at least. extremely uncommon)
because the features [voice| and [back] do not group together. The feature [voice] is a la-
ryngeal feature dominated by the Laryngeal node (in a representation like that in (1)) and
the feature [back] is a place of articulation feature dominated by the Dorsal node. Under
a standard generative phonology account of assimilation it would be predicted that a rule
like that in (6) would be more common than a rule like that in (4) since fewer features
are involved in (6). The fact that assimilations like that in (6) are either nonoczurring (or,
extremely uncommon) while assimilations like that in (4) are quite common thus constitutes
evidence for the hierarchical organization of phonological features along the lines in (1).°

In the current work on Feature Geometry there is widespread agreement that the Root
node dominates both the Supralaryngeal and Laryngeal nodes, and the Supralaryngeal node

1t should be pointed out that assimilations mayv also involve single features. In a theory that incor-
porates a hierarchical representation of features (like that in (1)), such assimilations would simply involve
autosegmental spreading of that individual feature and not necessarilv of a class node like in (5).



dominates the Place node.” In turn, the Laryngeal node dominates features related to the
larynx while the Place node dominates at least the Labial, Coronal, and Dorsal Nodes.
What is very uncertain in the current work on Feature Geometry is how the manner of
articulation features (e.g., [continuant|, [consonantal], [strident|, etc.) fit in. So far in the
emerging literature on Feature Geometry there has been precious little argumentation either
phonetically or phonologically that has direct bearing manner of articulation features. In
the remainder of this paper we focus our attention on manner features and specifically on
the feature [continuant). In the following section, we critically review the various proposals
concerning the location of the feature |continuant|, and, afterwards, we argue based on
phonological phenomena found in several different languages that the feature [continuant] is
best represented as a supralaryngeal feature.

Proposals Concerning [Continuant]

In the current work on Feature Geometry there are at least two views concerning the
location of the feature [continuant]. One view, held by Clements (1985). Archangeli and Pul-
levblank (1986) and Clements (1987) considers the feature [continuant| to be a supralaryngeal
feature, and. thus, in a formal representation like that in (1). it would ' e located under the
Supralaryvngeal node. These researchers. though. have somewhat different views on exactly
where under the Supralaryngeai node the feature [continuant| shouid be located. Clements
(1985) groups the feature [continuant| together with other manner of articulation features as
a single block off of the Supralaryngeal node, as shown for the representation of /k. in (7).
Note that specific features will be indicated only when directly relevant ([cont]=continuant]).

(7) o

Root

Manner Place

-coh&s D%{

+high +back

More recently, though, Clements (1987) has argued that the feature [continuant] is not
grouped together with the other manner features but rather is grouped by itself off of the

"For specific argumentation for the Larvngeal node and the Supralarvngeal node, see Clements (1985)
and Sagev (1986b)
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Oral Cavity node. Clements’s proposed Oral Cavity node dominates the feature [continuant]
and the Place node. The Oral Cavity node in turn is linked to *.e Supralaryngeal node.
This view of the Supralaryngeal node is illustrated in (8) where the supralayngeal features
of /k/ are shown. The other manner features, in addition to [continuant], would each be
individually linked directly to the Supralaryngeal node.

(8) Supralaryngeal
-nas +cons (Oral Cavity

-cont

Place

Dorsal

+high +back

A different understanding of the exact location of the feature [continuant] under the
Supralaryngeal node is assumed by Archangeli and Pulleyblank (1986). They take up a
suggestion in Clements (1985), although not incorporated by him, that each manner feature
(including [continuant]) is individually linked directly to the Supralaryngeal node. Their
representation of the structure under the Supralaryngeal node for the phoneme 'k’ would
be as in (9).

(9) Supralaryngeal
-cont -nas Place
Dorsal

+high +back

The second view of the location of the feature [continuant] is put forth in Sagey (1986b)
where she argues that degree of closure features like [continuant] and [consonantal] are repre-
sented as being directly linked to the Root node; they are not really supralaryngeal features
at all. Her representation of the phoneme /k/ would be as in (10). Note that Sagey (1986b)
posits a Soft Palate node (SP) which dominates only the feature [nasal]. This difference will
not concern us here.
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(10) X
I
Root

L SL -cont

SP Place
| I

-nasal Dorsal

+high +back

Both the view of Clements (1985) that [continuant] groups together with other manner
features as in (7) and the view adopted by Archangeli and Pulleyblank (1986) that [continu-
ant] is linked directly to the Supralaryngeal node as in (9) have not been argued for. Neither
of these authors present any evidence to support their view of the location of [continuant].
They do not seem to be aware of either spreading or delinking rules v'.at would support their
vositions. Clements (1987). on the other hand. argues for the Oral Cavity node (i.e.. the
- .aping of place features and |[continuant] under a single node as .n (8)) based mainly on
an analvsis of English intrusive stop formation. Clements argues that the intrusive [p] in
American Fnglish words such as hamster, it warmth. triumph. and dreamt. the intrusive [t]
in sach words as sense, ninth, censure, false. health, and 11'elsh, as well as the intrusive [k
in such words as youngster, length, and anzious can be accounted for by means of autoseg-
mental spreading of the Oral Cavity node of the nasal or lateral to the Supralaryngeal node
of the following voiceless obstruent. This is illustrated in (11) where the /ms, cluster from
the word hamster is real.zed as [mps|. (OC=oral cavity)

(11) /m/ /s/
A N
SP oic_ -— "  oc SP
| ] |
+nasal ~cont +cont -nasal
Place Place
| I
Labial Coronal
[m] (ps]
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Clements’s solution, in which phonetically there is a lag of the oral cavitiy features, differs
from the traditional one in which the intrusive stop comes about due to an anticipation of
the orality and voicelessness of the following obstruent (see, for example, Anderson (1976).°
Clements, however, criticizes the traditional analysis in that it is not articulatorily accurate.
Clements cites the study of Ali, Daniloff. and Hammarberg (1979) which shows that it 1s
the delaved release of the oral occlusion that brings about the intrusive stop and not an-
ticipatory velar raising. Thus Clements’s analysis of English intrusive stops, illustrated in
(11), in which the Oral Cavity node is posited appears articulatorily more adequate than
the traditional one.

Clement's argument for the Oral Cavity node based on the rule of Intrusive Stop Forma-
tion appears solid. One problem, however, with the notion of an Oral Cavity node is that
one would expect to find cases of oral cavity assimilation. That is, if the Oral Cavity node
is indeed part of the phonological representation, as Clements argues, there should be cases
of assimilation that involve the continuant and place features of one phoneme assimilating
to the continuant and place features of a second phoneme. For example, one would expect
rules like those in (12), which involve the assimilation of {continuawnt] and place features, to
be common.

(12) a. £ ---=>t / __n,1l

Bu. assimilations like those in (12) are probably nonoccurring, or at b st extremely rare. It
appears, then, that the only motivation for the Oral Cavity node comes from intrusive stops
since there does not seem to be additional evidence outside of intrusive stops for the Oral
Cavity node. It may well be that Intrusive Stop Formation involves two different spreading
processes (i.e., [-cont] spreading and place node spreading) occurring independently of one
another. If such is the case, the data from the formation of intrusive stops does not provide
conclusive evidence on where the feature [continuant] is located; since, if the spreading of
the feature [-continuant] is separate from the spreading of the Place node, then, it is possible
for the feature continuant| to be located under just about any node.

8In Clements's analvsis of English intrusive stops there is no insertion of a C-slot since various studies
(e.g.. Fourakis & Port (1986)) have shown that intrusive stops are of shorter duration than nonintrusive
ones.
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Sagey (1986b) supports her view that the feature [continuant] is located off of the Root
node (shown in (12)) by evidence from complex segments (such as labiovelars). Sh. shows
that [continuant] could not be located under the Piace node as in Sagey (1986a), for positing
such would wrongly entail that place assimilation also involves [continuant] assimilation. She
then suggests that degree of ciosure features (i.e., [continuant] and [consonantal]) are imme-
diately dominated by the Root node. Her argument. though, is not incompatible with the
view that {continuant] is immediately dominated by the Supralaryngeal node. And, in fact,
she does not argue against the possibility that [continuant] is located under the Supralarvn-
geal node.

Thus, we find that in the current work on Feature Geometry there is a general lack of
solid evidence on where the feature [continuant] is located. Of the possibilities shown in
(7)-(10) none of them can really be ruled out. Perhaps the possiblity in (7) can be ruled out
since cases where several manner features assimilate together in a single assimilation rule
are virtually unattested in the literature. (But see Cho (1988) for a possible case in Ko-
rean.) The possibility in (8) finds support from the formation of intrusive stops in English
as Clements (1987) has <hown, but it does not seem to find any support from other rule
tvpes. Perhaps future research will show conclusively whether the posited Oral Cavity node
can find support outside of the intrusive stop evidence. Hence, for now, we are left with
two possibilities on the location of the feature {continuant]. It is either linked directly to the
Root node as in (10) or it is linked directly to the Supralaryngeal node as in (9). We will
henceforth refer to the possibility in (10), where the feature [continuant] is directly linked to
the Root node, as Theory R (mnemonic for Root node); and we will refer to the possibility
in (9). in which [continuant] is directly linked to the Supralaryngeal Node as Theory SL
(mnemonic for Supralaryngeal node).

In the following section of this paper I examine several cases of phonological processes
that involve the feature [continuant]. The phenomena to be considered are: affricate assim-
ilation in the Dravidian language of India Pengo (which is to be examined in great detail).
glottalization in Kinyarwanda (a Bantu language of Africa) and in English. and [continu-
ant| deletion in Basque. Based on this range of phenomena it will be argued that from a
phonological perspective [continuant] is best considered as a supralaryngeal feature.

The Location of the Feature [continuant]

Pengo Affricate Assimilation

In this subsection. 1 show that the facts of affricate assimilation in Pengo require that
the feature [continuant] be located off of the Supralaryngeal node. At first glance it seems
quite possible to formulate a concise analysis of the Pengo data that has the feature [contin-
uant| located immediately under the Root node. However, when a wider range of data are
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considered it becomes apparent that only an analysis in which [continuant]is located off of
the Supralaryngeal node is able to handle the Pengo data adequately. Thus Pengo Affricate
Assimilation provides strony, evidence for Theory SL.

The representative da.a that are to be considered first are presented in (13)-(16). These
data, as well as all the other Pengo data referred to in this paper, are taken from Burrow &

Bhattacharya (1970).° (ptvs=past tense verb stem)'®
(13) a. /kuc-teng/ [kucceng] ’'to sit’
b. /krac-teng/ [kracceng] ’'to excrete’
c. /gac-teng/ [cacceng] ’'to bind’
d. /muc-teng/ [mucceng] ’to bury’
e. /pac-t/ [pacc-] 'scratch’ (ptvs)
f. /jo:c-t/ [jo:ce-] 'carry on the head' (ptvs)
(14) a. /uj-deng/ [ujjeng]l 'to suck’
b. /a:nj-deng/ [anjeng] 'to catch’
¢. /ne:nj~deng/ [ne:njeng]! ’'to breathe’
d. /vanj-deng] (vanjeng] ’%o cook’
(15) a. /kic-deng/ [kijjengl ’'to» pinch’
b. /ho:c-deng/ [ho:jjeng]l ’'to get drunk’
c. /ec-deng/ [ejjeng] "to shoot’
d. /jo:c-deng/ [jo:jjeng]l ’'to carry on the head’

“The symbol /c/ represents the affricate /ts: an, the svmbol /j/ represents the affricate /dz/. The stops
/t; and /d/ are dental. The symbol [ng| represents a velar nasal. All other symbols have their familiar
interpretations. The consonantal phonemes of Pengoarepbvtdsztdcjkghmnnnglrry. The vowel
phonemes are a e i o u. Vowel quantity is phonemic. (Vowei length is indicated in this paper by a colon after
the vowel.) Burrow and Bhattacharva (1970) provide no comprehensive statement of phonotactics. Based
on their grammar. however, the following phonotactic statements can be posited. Syllable onsets contain at
most two consonants (though such svllables do not seem to be common). Svllable codas normally do not
contain more than a single consonant. Verb roots can end in two consonants only if the first consonant is a
coronal nasal and the second is a coronal stop. (Historically, verb roots could also end in ymb, and /ng.:
however, svnchronically, it appears that the final obstinents of these two clusters are no longer part of the
underlving representation since thev do not appear in surface allomorphs.)

1" As exemplified by the data in (13)-(15), Burrow & Bhattacharva (1970) note that some verb roots take
deng as the infinitive suffix while cther verb roots take teng as the infinitive suffix. It is not alwavs predictable
which of the two infinitive allomorphs a given verb root will take. As can be seen by companng (13a-d)
with (15a-d), some verb roots ending in /c/ take the allomorph teng while others take the allomorph deng.
It is a lexical property of each of these roots as to whether they take teng or deng. This is also true of other
verbal roots except for those ending in voiced obstruents. Roots ending in voiced obstruents alwavs take
the snfinitive allomorph deng as evidenced by the data in (14). See Burrow & Bhattacharva (1970:95-97) for
further discussion.
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(16) a. /uj-t/ [uece-] 'suck’ (ptvs)
b. /hunj-t/ (hunc-] 'sleep’ (ptvs)
c. /ne:n,-t/ (ne:nc-] ‘preathe’ (ptvs)
d. /vanj-t/ {vane-] 'cook’ (ptvs)

The data in (13)-(16) all show the application of the rule of Affricate Assimilation which
applies to a suffix-initial (nonnasal) dental stop /t; or /d/ when it immediately follows a
root-final aflricate /c/ or /j/. (There are no other affricates in Pengo.) The rule can be
formalized as in (17) using the standard rule writing notation of Generative Phonolgy.

(17) Affricate Assimilation

C ———=> C / C -
+ant +del rel +del rel
+cor -ant
~cont
-son

The specific sequences that undergo the rule and the changes due tn the rule’s application
are given in (18). (The output in parantheses in (18b) and (18c) is due to a later rule of
Voicing Assimilation which is to be discussed shortly.)

ct ~=-> cc
cd ---> ¢j (---> jj)
jt ---> jc (---> cc)
3d ===> 3

(18)

o oo

The forms in (15) and (16) provide evidence for an additional rule of Voicing Assimilation.
This rule assimilates the voicing feature of the first obstruent in a cluster to that of the
following obstruent. The rule is formalized below in (19) using the rule notation of Generative
Phonology. The rule will be amended somewhat when further data are considered later.

(19) Voicing Assimilation

[-sonorant] ---> [a voice] / __ -sonorant
a voice
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There is a further rule of Consonant Deletion that applies to the forms in (14b-d) and (16b-d)
that will be discussed later.

The data in (13) and (14) are compatible with the feature [continnant] being located
off of either the Root node (Theory R) or the Supralaryngeal node (Theory SL). Under
Theory R, the affricate assimilation process shown in (13) and (14) would be a case of total
assimilation (or Root node spreading); the Root node of the affricate spreads rightw ard
while the original Root node of the /t/ delinks. This is shown in (20). Under Theory SL
the affricate assimilations in (13) and (14) can be accounted for by the rightward spreading
of the Supralarvngeal node of the affricate. This is seen in (21)."!

(20} C C
o= - 3
Root Root
AR N
L SL -cont +cont SL -cont
| I
Place Place
| |
Coronal Coronal
I I
~ant +ant
(21) c C
I I
Root Root
/\ — "é/\
L SL - - SL L

-
-

Place —cont +cont Place -cont
| I

Coronal Coronal
| |

-ant +ant

The data in (15) and (16a) show the application of the rule of Voicing Assimilation in
addition to the application of the rule of Affricate Assimilation. The (regressive) \oicing

! Assuming the view of Sagev (1986b) tha' the [-continuant] [+continuant| features of an affricate are tem-
porallv ordered. affricate assimilation cannot simply involve the spreading of the [-continnant] [+continnant|
features of the affricate onto the neighboring consonant; for doing such would result in crossing association
lines. For an interpretation of what it means to cross association lines, see Sagey (1988).



Assimilation rule can simply be expressed (given the autosegmental formalism of Feature
Geometry) as leftward spreading of the Laryngeal node of the second of two adjacent ob-
struents. This is compatible with the feature [continuant] either being located off of the
Root node (shown in (22)) or off of the Supralaryngeal node (shown in (23)) in deriving

these forms. (c=continuant)

(22) /3/ /t/
C C
- &
Root Root
-¢ +c¢ SL L L. SL -c¢
1\ /
Place +v -V Place
| |
Coronal Coronal
I I
-ant +ant
[c] [c]
(23) /il /t/
C C
I I
Root Root
*""-..\ /
L L )
| I -~ —t
”~ i s
+v “V -
e
SL” SL
Place -z ‘¢ -c¢ Place
I I
Coronal Coronal
I I
-ant +ant
[c] [c]
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At first glance the data in (16b-d) appear compatible with either Theory R or Theory SL.
Under Theory R, a form like [hunc-] (in 16b) is derived from /hunj-t/ by three rules: Regres-
sive Voicing Assimilation, Affricate Assimilation. and Consonant Deletion. The latter rule
normally deletes a consonant that is both {+coronal] and (4 distributed] in the environment
after nasals and before /t/ or /d/. It is shown in (24).

(24) Consonant Deletion

C--->g/C __ o
+cor +nas -cont
+dist +ant

+cor

The data in (25) show that the rule of Consonant Deletion also applies to dental stops (in
addition to the affricates in (14b-d) and in (16b-d)). The data in (26) show its lack of
application to retroflex stops (which are [-distributed]). (In all the forms in (25) and (26)
the past tense suffix /-t/ 15 added to a verb root to create a verb stem.)!?

(25) a. /u:nd-t/ [u:nt-) 'take out’
b. /e:nd-t/ [e:nt-] 'dance’
c¢. /kund-t/ (kunt-] 'poke’
d. /nend~t/ [nent-) 'wipe’
(26) a. /and-t/ [andt-] 'stick’
b. /kand-t/ [kandt-) 'copulate’
c. /ge:nd-t/ [ge:ndt-] 'learn’
d. /tind-t/ [tin?im] 'sharpen’

Theory R seems able to account for the data in (16b-16d) by having all three rules apply
to each. Affricate Assimilation and Voicing Assimilation would apply first (not crucially
ordered) and then Consonant Deletion applies later. This is shown in (27) for the form
[hunc-] (from /hunj-t/). (In this example, Affricate Assimilation. Voicing Assimilation, and
(C'onsonant Deletion are labeled 1-3, respectively)

12Burrow & Bhattacharva (1970) note that a nasal consonant is phonetically retroflexed before a retroflex
stop. Thev do not say whether or not the final /t/ in the forms in (26) also become retroflexed after a
retroflex stop.
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(27) /n/

+nas Place
|
Coronal

+ant

{n)

Notice that in (27) the rule of Voicing Assimilation (i.e.. the leftward spreading of the Laryn-
geal node of the past tense suffix /t/) must apply. or else, the output after the application of
Consonant Deletion would be the incorrect hunj-. Voicing Assimilation in (27.) above, has
the effect of partially undoing the total assimilation brought about by the spreading of the

Root node.

Theory SL is able to account for the data in (16b-d) as well. Here, however, only two
rules are needed: Affricate Assimilation and Consonant Deletion. (To reiterate, Affricate
Assimilation under Theory SL is an instance of the rightward spreading of the Supralarvngeal
node of the affricate.) There is no need for Voicing Assimilation to apply. This is shown in
(28) for the form [hunc-} from /hunj-t/ (where Affricate Assimilation and Consonant Deletion

are labeled 1-2, respectively).

/3/ /t/

3
P S
Root o Root
¢ +c st L T sL =¢
+\v -v
Place Place
| |
Coronal Coronal
| I
~ant +ant
¢ (c]
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(28) /n/ /3i/ /t/

-
X x— ¢ X
| I I
Root Root Root
P
/| / P
L L | . \L
~ -T- l
/ - -
l +v - v
SL sL” SL
SP %c \-c
| !
+nas Place Place lace
| [ I
Coronal Coronal Coronal
| | |
+ant ~ant +ant
[n] [ [c]

Both Theory R and Theory SL seem able to eccount for the data in (16b-d). The solution
under Theory SL in (28) where the feature [continuant] is located off of the Supralaryngeal
node can be considered superior because it only involves the application of two rules instead
of three rules. However, as we will soon show. Theory R is actually unable to account for the
data in (16b-d) because the rule of Voicing Assimilation which must apply to these data (as
seen in the derivation of hAunc- in (27)) is actually unable to apply. This is because Voicing
Assimilation does not occur between adjacent obstruents immediateiy following a nasal. If
Voicing Assimilation cannot apply to the forms in (16b-d), then the correct phonetic repre-
sentations for these cannot be produced under Theory R (short of ad hoc stipulations).

We now discuss the rule of Voicing Assimilation (19) in more detail. Voicing Assimilation
15 unable to apply between two obstruents that immediately follow a nasal consonant, as is
evident from the data in (26). Since Voicing Assimilation fails to apply in this environment,
the derivations of the forms in (16b-d) under Theory R (as reflected in (27)) cannot be correct.
This leads to the conclusion that Theory R, which posits that the feature [continuant] is
located immediately under the Root node, cannot be maintained. In order to show that
Voicing Assimilation fails to apply between adjacent obstruents immediately following a
nasal we first must reconsider the data in (26). The data in (26) are meant to show that
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Censonant Deletion does not apply to retroflex stops. Interestingly. in * %= forms; the rule of
Voicing Assimilation fails to apply. Judging just from the data in (26), it might be surmised
that Voicing Assimilation does not occur if a retroflex obstruent is involved. However, this
is not the case as is made clear by the data in (29) in which the past tense marker /t; is
added to roots ending in a postvecalic /d/.

(28) a. /ag-t/ [agt-] 'be able’
b. /ka:é-t/ [ka:gt-] 'burn’
c. /pad-t/ [patt-] 'be broke’
d. /nag-t/ [natt-) 'be severed’

The above data show that the condition that blocks Voicing Assimilation from applving to
the forms in (26) cannot be the retroflex nature of the root-final stop; rather it is simply
the presence of the preceding nasal consonant. That is, Voicing Assimilation fails to apply
between two adjacent obstruents (as in (26)) when they are immediately precedeed by a
nasal. Thus the Voicing Assimilation rule in (19) should be reformulated as in (30).

(30) Voicing Assimilation (revised)

¢ ---> [a voice] / [-nasal] __ ¢
[-son] -son
a voice

Independent evidence for the revised rule of Voicing Assimilation comes from the fact that
some of the forms in (25) have alternant surface forms in which the post-nasal consonant is
not deleted (i.e.. Consonant Deletion fails to apply). These are shown in (31).

(31) a. /kund-t/ [kunt-] [kundt-] 'poke’
o. /nend-t/ [nent-] [nendt-] ‘'wipe’

As can be seen from the examples in (31), when /d/ fails tc delete no regressive voicing
assimilation occurs. The presence of the nasal consonant blocks the application of Voicing
Assimilation from applying between the two following obstruents.

The condition on the rule of Voicing Assimilation, that Voicing Assimilation doos not
applv between two obstruents immediately following 2 nasal, means that the derivation of
hunc- in (27) is not possible since it allows for Voiciig Assimilation to applv in such an
environment. In (32). the derivation of [hunc-| (from /hunj-t/) is shown as in (27) (in which
the feature [continuant] is located off of the Root node) but without the application of Voicing
Assimilation. (Affricate Assimilation and Consonant Deletion are labeiled 1-2, respectively.)
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(32) /n/ /3/ /t/

P
X X — ' X
I I - - - - 1
yt\ Rogt Root
L SL -¢ +c SL L L SL -c
SP +v -y
I
+nas Place Place Place
I I I
Coronzl Coronal Coronal
I | I
+ant -ant +ant
[n] 4 (5]

Because the environment for Voicing Assimilation is not met in (32) it fails to apply:
the rule of Affricate Assimilation (which. here. under Theory R. is expressed as spreading
of the Root node since the feature [continuant] is located under the Root node) and the
rule of Consonant Deletion apply producing the incorrect hunj-. On the other hand. in (28)
where Theory SL is incorporated (i.e., where the feature [continuant] is located under the
Supralaryngeal node), the rule of Affricate Assimilation and the rule of Consonant Deletion
apply to produce the correct huric-. Voicing Assimilation does not apply, and moreover, it
could not apply since .ts environment is not met. We see, then. that the Pengo assimilation
data is best analvzed under Theory SL.

Glottalization

In the previous subsection it was argued. based on a rule of Affricate Assimilation in the
Dravidian language Pengo. that the feature [continuant] must be located under the Suprala-
ryngeal node (i.e.. that Theory SL is correct). In this subsection additional support for
Theory SL is provided from the rules of supralaryngeal delinking in Kinyarwanda (a Bantu
language of East Africa) and English. We first consider the Kinyarwanda evidence.

In Kinvarwanda a voiceless aspirated stop is pronounced as [h] when it follows a nasal
consonant (with the nasal consonant subsequently devoicing). This is illustrated by the data
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in (33) taken from Sagey (1986b:35). (Although Sagey discusses the deta in (33) she dces
not mention its possible relevance for the location of the feature [continuant].)

(33) a. /in-papuro/ [imhapuro] 'paper’
b. /n-toora/ [nhoora) 'T vote.'’
¢. /in-ka/ [i ha) 'cow’

Given Theory SL. the change of an aspirated stop into the glottal |h] is simply accounted
for by the delinking of the Supralaryngcal node. This is shown in (34) where /t/ becomes
[h) after /n/. (The subsequent leftward spreading of the Laryngeal node is not shown.) (sg
= spread glottis)

(34) /n/ /t/
X X
| |
root TOOY
SL L L SL
| ,//T‘\\\\
SP Place -c¢ +5g ~¢ Place SP
| I
+nas +nas
Coronal Coronal
| |
+ant +ant
[n) [h]

If, however. the feature [continuant] is located under the Root nede. then, after the Suprala-
ryngeal node of the aspirated stop delinks, the |-continuant| feature remains; the resulting
segment would be both [-continuant]| and [+spread glottis], but lackirg any supralaryngeal
features. This is shown in (35).
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(35) /n/ /t/

X X
I I
root root
SL L -¢ SL L
I
/\\ /*ss
SP Flace SP Place
|
+nas ~nas
Coronal Coronal
I I
+ant +ant

The resulting segment (on the right in (35)) is a laryngeal sound that is both [-continuant] and
[+spread glottis]. Such a sound does not occur. A special additional rule would be needed
to delete the [-continuant) feature. However, as shown in (34), no special rule is needed
under theory SL where the resulting segment is an [h]) and not a nonoccurring [-continuant,
+spread glottis] laryngeal. Thus the Kinyarwanda rule of Supralaryngeal Delinking provides
evidence for the correctness of Theory SL. For it is only Theory SL that correctly predicts
the surfacing of an [h] when an aspirated stop loses its supralaryngeal features.

American English /t/-glottalization, at first glance. seems more compatible with Theory
R than Theory SL. However. on closer examination, it is quite compatible with Theory SL.
The rule of /t/-glottalization in one dialect of American English can be expressed by the
following rule:

(36) t --->7/ __

This rule changes /t/ into a glottal stop when before a syllabic /n,;. Thus the underlving
‘t/ in such words as fatten, cotton. kitter, and written is pronounced as a glottal stop. As
in Kinyvarwanda. glottalization here can be understood as supralaryngeal delinking. That is,
the phoreme /t/ loses ali of its supralaryngeal features when before a syllabic [n]. Under
Theory R it is not surprising that the supralaryngeal delinking of /t/ results in a glottal stop
since the |-continuant| feature of /t/ does not delete. Tiis is shown in (37).



(37) /t/

X
|

rcot

L SL “c
I

Coronal
!

+ant

(7]

Under Theory SL the resulting glottal stop is correctly predicted only if /t/ has the feature
[+constricted glottis|. (in terms of features. glottal stcps can be considered [+constricted
glottis] or [-continuant] or bouli.) This is seen in (38).

(38) /t/

X
|

}9{
L

oL

I
+cg -cont

Place

|
Corcnal

+ant

[?)

For Theory SL to account for the t/? alternation, the /t/ has to be {+constricted glottis)
at the point where the glottalization rule (36) applies. It is thus suggested here that the
segment that undergoes the rule in (36) is actually a preglottalized {?7t]. The rule in (36)
1s related to the phenomena of preglottalization of English voiceless stops. Evidence that
this is correct comes from the observation that /t, alternates between veing realized as a
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preglottalized stop (having the feature [+constricted glottis]) and being a full glottal stop
in the phonetic realization of many morphemes (e.g., fat [fe?t] vs. fatten [fee?n] or write
[ray?t] vs. written [rI7g]). Also, in some Erglish dialects (such as Scots). a word-final veice-
less stop becomes a glottal stop when after a vowel. This is the exact environment where
there is preglottalization in most other English dialects. These facts suggest then that itis a
preglottalized stop that loses its supralaryngeal features in such words as fatten and written.
The resulting glottal stop is compatible with Theory SL.

In this subsection it has been siiown that glottalization phenomena is best captured un-
der Theory SL. Although the case of English glottalization is actually compatible with either
Theoty R or Theory SL. it is only the latter that adequatley accounts for the alternations
between voiceless aspirated stops and [h] in Kinyarwanda. Thus glottalization phenomena
support the representation of [continuant] as a supralaryngeal feature.

Deletion of [-continuant] in Basque

Further evidence that [continuant] is best represented as a supralaryngeal feature co.mes
from the phenomena of stop deletion and affricate fricativization in Basque. This :< zis-
cussed in detail by Hualde {1987) and the brief presentation here is based on Hualde's work.
‘In Basque. a stop consonant deletes when it is before another stop consonant. Thus an
underlying sequence like /kt/ is realized phonetically as just {t]. Moreover, if the two stop
consonants have different features for voicing. the second stop will acquire the voicing value of
the first. For example, an underlyving sequence like /tg/ is realized phonetically as [k]. Alse,
in Basque, an affricate becomes a fricative when before another stop. Thus, an underlying
sequence like /t*p/ is realized phonetically as [sp]. Hualde notes that these two processes can
be represented as a single process if Basque affricates are posited as having two supralaryn-
geal nodes and the featuze [continuant] is represented as a supralaryngeal feature. Hualde's
representation of a Basque affricate is shown below in {39a) while the representation for an
ordinary stop is given in (39b). (Possible problems concerning the precise location of the
Place node for affricates and whether there should be one or two of them is igneted.)

(39) a. X b. X
I I
Root Root
SL1 SL2 L SL L
¢ +c -c
Place Place
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Given the representation of affricates and stops as in (39), Stop Deletion and Affricate
Fricativization can be expressed as single process, namely the delinking (or deletion) of the
(first) Supralarrngeal node. This is shown in (40) for the affricate-stop sequence /t’p,; which
is realized phonetically as [sp] and in (41) for the stop-stop sequence /tg which is realized
phonetically as [k]. |

(40) /%7 /p/
X Y
| |
root root
SL1 SL2 L L SL
|
-C +c -c
Place Place
(s] (pl
(41) /t/ /g/
X X
| |
root root
SL L L SL
| - = %
-C -voice +voice -C
Place Place

(k]

If the featuic [continuant] were located immediately under the Root node and not under
the Supralaryngeal node then Affricate Fricativization (40) and Stop Deletion (41) would
involve different delinkings. Affricate Fricativization would involve delinking of the {-cont]
feature. shown in (42), while Stop Deletion wouid involve the delinking of the entire Ront
node.
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(42) - /t/ /p/
X X
I I
roQt root
-c +¢c SL L -¢ SL L
| I
Place Place
[s] (p]

Thus. in order to capture Basque Affricate Fricativization and Stop Deletion as instances of
the same process (i.e.. delinking of a supralaryngeal node), the feature [continuant] must be
considered a supralaryngeal feature.

It should be pointed out here that Hualde's representation of affricates (39a) in which
there are two supralaryngeal nodes appears incompatible with the analysis of Pengo af-
fricates (e.g.. in (21)) offered earlier in this paper. This is because Hualde’s representation
of affricates, applied to Pengo, would not permit Affricate Assimilation to occur by means
of supralaryngeal node spreading. It could only be expressed as an instance of root node
spreading. However, as we have seen in (32). this leads to deriving incorrect forms for data
like that in (16b-d). In order to rectifv this situation two possibilities are suggested. First.
certain details of Feature Geometry may be language-specific. While the general division inte
larvngeal and supralarvngeal features, for example. may be universal other aspects may be
language-specific. Thus the exact representation of an afiricate may depend on the language
in juestion. For example, Pengo affricates might only have one Supralaryngeal node while
Basque affricates have two Supralaryngeal nodes. In both languages, though, [continuant|
would be a supralaryngeal feature. Alternatively, it is possible that the Basque Affricate
Fricativization and Stop Deletion are different rules despite having the same cogditioning
environment. If such is the case, then the Basque data would really net have direct bearing
on whether or not [continuant] should be considered a supralaryngeal feature.

Conciusion

In this paper it has been argued based on a varnery of phenomena in diverse languages that
[continuant| is a supralaryngeal feature. Qur argumentation though is really not complete.
We have argued that [continuant| is a supralaryngeal feature but we have not argued where
under the Supralarvngeal node it is to be located. Any of the geometries outlined in (7)-(9) 1s
compatible with the proposal. Moreover, there have been ather proposals about the feature
lcontinuant] that we have not discussed in this paper. For example. Iverson (1988) argues
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based on Korean data that [continuant] is best represented as being directly under the Root
node. While the Korean data he considers is not incompatible with [continuant| being under
the Supralaryngeal node, the data does seem better analyzed in some other way. It is quite
possible that when more languages are analvzed phonologically it may be the case that it is

a langvage-specifc matter whether or not [continuant] is a supralaryngeal feature. We leave
this matter for future research.
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Abstract

Native speakers of Japanese learning English generally have difficuity differentiating

the phonemes /r/ and /1/, 2ven after vears of experience with English. Previous re-
search that attempted to train Japanese listeners to distinguish this contrast using
synthetic stimuli showed little success, especially when transfer to natural tokens con-
taining /r/ and /1/ was tested. In the present study, & procedure that differed from
these earlier attempts was used. Japanese subjec.s were trained in a minimal pair
identification paradigm using as stimuli multiple natural exemplars contrasting /r/
and /1/ from a variety of phonetic environments. A pretest-posttest design containing
natural tokens was used to assess the effect of training. Analysis of data from six
subjects showed that the new procedure wa~ rnore robust than earlier training tech-
niques. Small but reliable differences in perfc rmance were obtained between pretest
and posttest scores. The results demonstrate the importance of stimulus variability
and task-related factors in training second language learners to perceive novel phonetic
contrasis that are not distinctive in their native language.
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Training Japanese Listeners to Identify /r/ and /1/:
A First Report

When list_ners are presented with speech stimuli from phonetic categories that are not
used 1n their own language, they typically show performance that is not as good as a native
speaker of the language from which the phonemes were obtained. A developmental account
of this phenomenon suggests that within the first year of life the infant begins to move from
language-universal abilities to the language-specific abilities that are characteristic of the
adult (e.g., Werker, in press). Language-universa! rcfers to how infants are able to discrim-
inate virtually any phonetic contrast used in a language, regardless of the environment in
which they are raised, while language-specific refers to the much more restricted abilities of
adults to discriminate or identify stimuli from phonetic categories not used in their native
langauge. The transition from language-universal to language-specific abilities is a product of
the interaction between innate perceptual mechanisins and early linguistic experience (Aslin
& Pisoni, 1980). Early experience serves to modify the sensitivity of the child’s perceptual
system such that only those phonetic contrasts that denote differences in meaning remain
distinctive. Learning to perceive a nonnative phonetic contrast thus generally poses special
problems for adults.

Much of the work in cross-language speech perception is based on findings obtained from
experiments investigating the phenomenon of categorical perception. One characteristic of
categorical perception is that listeners can discriminate stimuli drawn from different phonetic
categories but not from within the same phonetic category (Liberman, Harris, Hoffman, &
Griffith, 1957). However, under certain conditions, within-category discrimination is possi-
ble. Factors that facilitate the differentiation of within-category stimuli have generally relied
On accessing sensory memory, using minimal uncertainty procedures, and extensive training
of listeners. Some of these factors, as well as their application to the perception of nonnative
phonetic contrasts, are described briefly below.

Pisoni (1973) demonstrated the role of sensory memory by showing that if the interval
between presentation of stimuli in an AX ‘same’ - ‘different’ discrimination task was suffi-
ciently short, listeners displayed improved discrimination of synthesized vowel stimuli from
within a phonetic category compared to performance at longer intervals. Werker and Tees
(1984) employed the procedure developed by Pisoni using natural CV stimuli from a place
of articulation contrast occuring in Hindi. They found that native speakers of English could
discriminate these nonnative stimuli more accurately if the interval between the stimuli was
reduced.

Additional evidence for how sensory memory could be utilized to improve within-category
discrimination performance was provided by Pisoni and Lazarus (1974). Subjects were pre-
sented stimuli varying in voice-onset time (VOT) with endpoints corresponding to /ba/ and
/pa/. Pisoni and Lazarus compared performance using two different discrimination tasks,
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an ABX task and a 4IAX task, preceded by two types of identification tasks. In a 41AX
discrimination task subjects are presented two pairs of stimuli, one containing two identical
stimuli and the other containing two different stimuli; subjects are required to indicate which
pair contains the ‘same’ or ‘different’ stimuli. In an ABX task, subjects are required to indi-
cate if a third stimulus is the same as the first (A) or the second (B) stimulus. In one of the
identification tasks, subjects were presented the stimuli in random order end asked to label
them using /ba/ and /pa/ labels (Random presentation), while in the other identification
task, subjects simply heard the stimuli presented in ascending and descending order accord-
ing to increasing and decreasing VOT values (Sequential presentation). Pisoni and Lazarus
found that within-category discrimination was best in the 41AX task preceded by the Se-
quential presentation of stimuli. They argued that using the 41AX task, coupled with the
Sequential identification task, permitted subjects to access sensory memory, enabling them
to compare stimuli based on acoustic differences rather than on more abstract phonetic codes.

Carney, Widin, and Viemeister (1977) demonstrated the effects of task uncertainty and
training in an experiment designed to explore the ability of subjects to discriminate stimuli
from within a phonetic category. They used a continuum of synthesized stimuli varying
in voice-onset time (VOT) that is typically divided into two phonetic categories by native
speakers of English. Carney et al. used a fixed-standard AX discrimination procedure in
which the first stimulus of ar. AX pair is always the same for a block of trials and c:.iy the
second stimulus of the pair varies. The fixed-standard procedure is a low-uncertainty task
used in auditory psychophysics that enables listeners to detect small acoustic differences
between stimuli. In addition, Carney et al. used subjects that were highly experienced with
psychophysical procedures and who received extensive training with the task. Carney et
al. found *hat using such procedures, listeners could discriminate stimuli from any location
along the stimulus continuum. Although they did not use stimuli from a nonnative phonetic
category, their results indicated that, using the appropriate methodology, even very small
differences among speech stimuli could be discriminated. Later work which attempted to
train listeners to discriminate nonnative phonetic contrasts was heavily influenced by the
success of Carney et al.’s procedure.

A final demonstration of how task factors can affect the identification and discrimina-
tion of nonnative stimuli comes from an experiment that was carried out by Pisoni, Aslin,
Perey, and Hennessy (1982). They found that simply by providing the appropriate number
of response categories, native speakers of English could easily learn to label stimuli from a
VOT continuum into three categories that earlier work indicated could only be divided into
two categories. Pisoni et al.’s results suggested that simple laboratory training procedures
could be used to modify the phonetic categories of adult listeners presented with stimuli
from nonnative phonetic categories varving along the VOT dimension.

Taken togsther, the work described above demonstrates that the nature of the task plays
an important role in determining how well listeners are able to discriminate nonnative speecl.
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contrasts. One factor that these studies did not address was the degree to which the changes
in perception demonstrated in laboratory procedurcs generalize to mose “ecologically valid”
situations outside the laboratory. Even if listeners can perform superhuman feats of discrim-
ination in a laboratory setting, the practical goal of perceiviug nonnative contrasts in. more
realistic contexts may not be attained. Tasks utilizing auditory sensory memory and minimal
uncertainty procedures work beccuse they enable a listener to take advantage of very small
differences in the acoustic informetion that signal a ~honetic category for the native listener
but are not salient for the nonnative listener under most non-laboratory conditions. Thus,
there exists a need for procedures which can be used by listeners to improve their perception
of nonnative phonetic contrasts that are likely to be useful to the individual once he or she
has left the laboratory.

In 1984, Strange and Dittman reported the results of an experiment in which they
attempted to modify the perception of /r/ and /1/ by Japanese listeners. Strange and
Dittman’s work differed from the studies described above because not only did they seek to
demonstrate the capabilities of the perceptual system but they also wanted to see if what
subjects learned in their experimental task could be generalized to other contexts.

Before describing Strange and Dittman’s procedure in detail, it 1s useful to consider
what is known about the perception of /r/ and /1/ by apanese listeners. The difficulty that
Japanese listeners have with the /r/ - /1/ contrast ‘s well documented. Even after years of
living in an English speaking environment, the performance of Japanese listeners nresented
synthesized stimuli contrasting /r/ and /1/ in identification and discrimination tasks differs
from the performance of native speakers of English when tested in the same tasks (MacKain,
Best, & Strange, 1981).

The difference in performance between in-xperienced Japanese subjecis and native speak-
ers of English is even larger; inexperienced Japanese generally have more poorly defined
category boundaries and their discrimination functions are typically flat and close to chance
performance (Miyawaki, Strange, Verbrugge, Liberman, Jenkins, & Fujimura, 1975; MacK-
ain, Best, & Strange, 1981; Mochizuki, 1981 ). In addition, natural speech contrastir ¢ /r/
and /1/ is also poorly perceived by Japanese listeners, whether it is produced by a native
English speaker or a native Japanese speaker (Goto, 1971; Sheldon & Strange, 1982). Several
studies have shown that the performance of Japanese subjects presented with /r/ and /1/
is not uniformly poor but instead is dependent on the context within a word in which /r/
and /1/ are located (Gillette, 1980; Mochizuki, 1981; Sheldon & Strange, 1982). In general,
performance was worst for /r/ and /1/ in initial positions 1n either singleton and consonant
cluster environments and intervocalic positions, while performance vas relatively good for
/r/ and /1/ in final position, again in either singleton and cluster environments. According
to Sheldon and Strange (1982), while there is no obvisus a priori phonological explanation
for this context effect, preliminary acoustic analyses of stimuli containing /r/ and /1/ in
these phonetic contexts suggests that there are systematic acoustic differences among the
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different phonetic environments.

The goal of Strange and Dittman (1984) was to improve the perception of /r/ and /1/
by Japanese listeners. Using the same AX discrimination task employed by Carney et al.
(1977), they trained Japanese subjects to discriminate stimuli from a synthesized ‘rock’-
‘lock’ continuum for 12 to 14 sessions. The effectivcness of the training procedure was
evaluated using a prelest-posttest design in which initial levels ¢f performance for natural
speech were compared with performance after discrimination training on these synthetic to-
kens. Strange and Dittman found that although performance improved during training, the
effect of training did not generalize to the stimuli used in the posttest. They concluded that
the laboratory training they used was of limited use in altering the perception of /r/ and /1/.

Task-related factors may have been responsible for the failure of Strange and Dittman
(1984) to find generalization. The logic of their methocdology was that if subjects could
learn to focus their attention on the physical cues that distinguish /r/ and /1/ in a low
uncertainty task, what they learned would also be usable under more demanding conditions.
However, most of the procedures designed to show that adult listeners can perceive nonna-
tive contrasts are fragile in that they enable access to perceptual mechanisms that in most
situations are not directly accessible. In general, most models of speech perception posit a
mechanism that transforms an initial veridical representation of the speech signal into an
abstract phonetic represention (Pisoni & Luce, 1987). Listeners usually have access to only
the product of this process, the phonetic representation. Thus, training which capitalizes on
utilizing information contained in sensory memory has a high probability of not generaliz-
ing to more ‘natural’ conditions unless some more permaneni memory code can ke developed.

The goal of the present investigation was see under what conditions a group of native
Japanese speakers could learn to identify the phonen. s /r/ and /I/. More importantly, we
wanted to develop a procedure that would likely prove to be useful in settings outside the
laboratory. The present experiment was motivated, in part, by the earlier work of Strange
and Dittman (1984). We employed the same pretest-posttest design Strange and Dittman
used to evaluate the effectiveness of training on the percention of /r/ and /1/ by a group of
Japanese listeners. However, our training methods differed in several important ways from
theirs.

The first major change in the training procedure involved choosing a different task, one
that would be less ‘fragile’ and more apt to result in transfer to other contexts. The pro-
cedure we chose was a two-aiternative forced choice identification task, primarily because
it would be more similar to what listeners w.uld be required to do in settings outside the
laboratory than the AX discrimination tasl: employed by Strange and Dittman.

The other major change involved the choice of stimuli used during training. First, we
used natural tokens instead of synthesized stimuli. Second, the set of stimuli contrasted
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/r/ and /l1/ in a wide vaiiety of phonetic contexts instead of only one pl;onetic context.
And third, the stimuli were produce by multiple talkers instead of only one (synthetic)
talker. The rationale for the differences between stimuli used in the present experiment
and in Strange and Dittman’s study involved the issue of stimulus variability. In a well-
known study, Posner and K=ele (1968) showed that subjects trained to sort visual stimuli
into categories performed better when given previously unseen stimuli if the stimuli they
were treined on kad a great deal of variability than if the stimuli had very little variability.
Thus, one possible reason for why Strange and Dittman failed to find transfer of what was
learned during training to novel stimuli was that their subjects were trained using stim-
uli that were not sufficiently variable to form ‘robust’ phonetic categories f-r /r; and /l/.
The role of stimulus variability in creating an adequate representation of /r/ and /l/ was
acknowledged by Strange and Dittman (1984) themselves when they suggested that future
work “include training of the contrast with more than one set of stimuli and in more than
one phonetic context.” Adding talker variability was a further attempt to promote the for-
mation of robust phonetic categories that would be stable under a wide vaiiety of conditions.

Finally, in addition to assessing the effectiveness of training in a posttest, we further
tested generalization by presenting subjects with novel words produced by both new und old
talkers. Recently, Mullennix, Pisoni, and Martin (in press) have shown that talker variabil-
ity has i:7portant perceptual coasequences for the speed and accuracy of processing spoken
words. In light of Mullenn:x et al.’s findings, we decided that it would be useful to know if the
ability of listeners to generalize to novel stimuli depended on the characteristics of the talkers
used during tra ning. We assumed that the vanability of the talkers used during training
would be sufficient to overcome talker-specific learning. That is, after training, sutjects
should be able to vorrectly identify novel words containing /r/ and /1/ produced by a novel
talker. Such a test could be considered to be the most stringent measure for determining
if what the Japanes- listeners nad learned during training would generali-e to other contexts.

Method

Subjects. Subjects in the present experiment were six native speakers of Japanese living
in the Bloomington, Indiana area. All were students at Indiana University and had lived in
the U.S. for periods ranging from six months to three years at the time of testing. All the
subjects reported that they considered their proficiency with spoken English to be less than
their ability to deal with written English. No subjects reported any history of a speech or
hearing disorder. Subjects were paid $5.00 for each session.

Stimul:. A computerized database containing approximately 20,000 words ( Webster's
Seventh Collegiate Dictionary, 1967) was searched to .ocate all minimal pairs contrasting
/r/ and /1/. A total of 207 minimal pairs were found. These words contrasted /r/ and /l/
in word-imitial and final positions, in singleton and cluster environments, and in intervocalic
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positions. Six talkers, four male and two female, recorded the words in ‘an IAC sound-
attentuated booth using an Electro-Voice D054 microphone. Talkers were given no special
instructions concerning pronunciation of the words, which were presented in a random order
on a CRT monitor inside the recording booth. The words were low-pass filtered at 4.8 kHz
and digitized at 10 kHz using a 12-bit analog-to-digital converter. The digitized waveform
files were edited and then equated for RMS amplitude.

The stimuli were pretested with native speakers of English to ensure their intelligibility.
After pretesting, a set of 136 stimuli (68 minimal pairs) from five talkers was selected for use
in the training phase of the experiment. A set of 96 addi‘ional stimuli from 2 new talker were
selected for use in a test of generalization. A final set of 98 additional stimuli from a talker
who was heard during training was selected for use in a second test of generalization. In
addition, the 32 pretest-posttest words used by Strange and Dittman (1984) were recorded
by a male talker not included in either the training and generalization stimulus sets. These
stimuli were processed in the same way as the other stimuli used in the present experiment.

Procedure. The experimentsl design employed a pretest-posttest procedure that was
closely modeled after Strange and Dittman (1984). Before training began, subjects were
presented 16 minimal pairs contrasting /r/ and /1/, each presented twice (Pretest). They
were required to identily the word presented from a minimal pair printed in an answer book-
let by making a written response in the booklet. The same test was administered again after
training (Posttes'). The words used in the pretest and posttest were the same as those used
by Strange and Dittman (1984). The pretest-posttest required approximately 20 minutes to
complete. The pretest was administered twice prior to training for three of the subjects in
order to assess the extent to which mere exposure to the words used in the pretest might
contribute to any improvements in performance observed in the posttest. A ‘wo-week period
elapsed between the administration of the first and second pretest during which the subjects
did not participate in the experiment.

The training phase also used an identification task. Subjects were presented a word from
a minimal pair contrasting /r/ and /l/. They were required to identify the stimulus pre-
sented from a minimal pair presented on a CRT screen by pressing a button on a response
box. Feedback was given during the training task. If the subject made a correct response,
the next trial began. If the subject made an incorrect response, the minimal pair remained
on the CRT screen and a light on the response box corresponding to the correct response
was illuminated followed by a second presentation of the stimulus, afterwhich the next trial
began. Stimuli from a set of 68 minimal pairs were each presented twice during a session,
yielding a total of 272 trials in each session. During each training session, stimuli from only
one talker were presented. Subjects cycled through the set of five talkers used during traininz
three times (always in the same order) for a total of fifteen training sessions. Subjects were
tested individually during training in a session that lasted approximately 40 minutes.
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After the pusttest, three of the subjects were tested to assess the degree to which train-
ing generalized to novel stimuli. The first test of generalization (TG1) consisted of 96 novel
words from minimal pairs contrasting /r/ and /1 pioduced by a new talker. A second test
of generalization (TG2) consisted of 98 novel words from minimal pairs contrasting /r/ and
/1/ produced by Talker 4 who subjects had heard during training. These were all new words
that the subjects had not heard before. In both tests of generalization, the task was identical
to that used during training except that subjects did not receive any feedback. The tests of
generalization were administered individually.

Subjects were tested in a quiet sound-treated room containing individual cubicles. Each
cubicle was equipped with a desk, a two-bution response box, and a CRT monitor. Stimuli
were presented over matched and calibrated TDH-39 headphones at 80 dB SPL. Presenta-
tion of stimuli and collection of responses was under the control of a laboratory computer
(PDP-11/34). During training and tests of generalization, both identification responses and
latencies were collected. Latencies were measured from *he onset of the stimulus presentation.

Results

Pretest-Posttest

Results from the pretest-posttest phase of the experiment will be described first. The
subset of subjects who were given the pretest twice prior t. training showed no improvement
in performance from the first administration (M = 77.03 correct) to the second administration
(M = 76.53 correct), {(2) = -0.83. Thus, mere repetition of the vocabulary provided no
measurable improvement in identification performance. No significant difference in pretest
performance was found between the group of subjects administered the pretest twice (A
pretest 1 and pretest 2 = 76.78) and the subjects administered the pretest only once (M =
80.2), #(5) = 0.353. In all subsequent analyses, the data for the two groups were combined.

Insert Figure 1 about here

The percentage of correct responses in the pretest and posttest is plotted in Figure 1.
Overall, there was a significant increase in the percentage of correct responses from the
pretest (M = 78.49) to the posttest (M = 85.42), F(1. 5) = 38.47. p < .005. We conclude
from this result that subjects were, in fact, able to transfer what they learned about /r/
and ./ dunng training to the posttest stimuli. This result attests to the efficacy of the
training procedure used in the present experiment, and contrasts markedly with Strange
and Dittman’s apparent failure to obtain any differences in performance between pretest
and posttest.
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Figure 1. Mean percentage of correct responses jn the pretest and posttest.
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Insert Figure 2 about here

The percentage of correct responses for each of the four phonetic environments in the
pretest and posttest is plotted in Figure 2. An analysis of the four phonetic environments
showed significantly better performance for words contrasting /r/ and /l/ in final (M =
96.87) and intervocalic (M = 83.07) positions than for words contrasting /r/ and /l/ in
initial position (singleton [A == 79.95] and initial clusters [M = 68.23]), F(3, 15) = 6.32, p
< .01. Mcreover, there was a significant interaction between pretest-postiest performance
and phonetic environments, F(3, 15) = 3.1, p < .05. Performance for words from initial
clusters and intervocalic environments improved markedly from the pretest to the posttest.
In contrast, performance for words from the other two environments only improved slightly
from the pretest to the posttest.

Insert Figure 3 about here

Training

The results from the training phase of the experiment are described next. An analy-
sis of variance comparing week (weeks 1-3), talker (talkers 1-5) and phonetic environment
(environments 1-5) was carried out. Figure 3 shows the percentage of correct responses as
a function of week. A significant effect of week was obtained, F(2, 8) = 14.85, p < .01.
Identification accuracy improved significantly from week 1 to week 2 but the improvement
from week 2 to week 3 was not statistically reliable. Despite the highly variable stimulus set,
modification of the subject’s perceptual mechanisms appeared to take place rapidly within
the first two weeks of training.

Insert Figure 4 abouc here

Figure 4 shows the percentage of correct responses as a function of the five talkers who
produced the stimuli. An examination of Figure 3 indicates substantial differences in per-
formance among talkers. In ti:x ANOVA, a significant effect of talker was obtained, F(4, 16)
= 21.88, p < .0001, confirming the trends shown in Figure 3. Talker 4 and Talker 5 were
significantly more intelligible than Talkers 1, 2 and 3. Even though all the stimuli were tested
with native speakers of English to ensure high intelligibility, the Japanese listeners appeared
to be much more sensitive than the Englis' iisteners to individual differences among talkers.
Until acoustic analyses have been completed, the precise source of this variation remains
unknown. Apalyses are currently underway.
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Figure 2. Mean percentage of correct responses in the pretest and posttest as a function of
phonetic environment.
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Figure 3. Mean percentage of correct responses during training as a function of week.
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Figure 4. Mean percentage of correct responses in training as a function of talker.
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Insert Figure 5 about here

Figure 5 shows the percentage of correct responses as a function of phonetic environment.
For two of the environments, final singleton and clusters, performance is close to asymptotic
whereas performance in the remaining environments ranges between 70% and 80% correct.
There was also a significant eflect of phonetic environment, F(4, 16) = 16.96, p < .001.
Performance during training was best in final singleton and cluster position. Performance
was significantly lower in initial singleton and initial cluster position, as well as in intervocalic
positions. Thus, the effect of different phonetic environments found in the pretest-posttest
data was obtained in training as well, replicating once more the earlier findings of Mochizuki

(1981) and others.

Insert Figure 6 about here

Figure 6 shows the percentage of correct responses for each talker as a function of phonetic
environment. For initial singleton and cluster environments, performance was uniformly
good for all talkers whereas in the other environments, performance was consistently lower
and varied widely as a function of talker. The interaction between talker and phonetic
environment was significant, F(16, 64) = 3.01, p < .001. This result indicates that some
talkers were much better than others in producing /r/’s and /1/’s in environmems that, in
general, are poorly perceived. In the remaining phonetic environments, talker variability
apparently made little difference in performance.

Insert Figure 7 about here

Response times were also collected during training. An ANOVA comparing the mean re-
sponse times for correct responses across week (weeks 1-3), talker (talkers 1-5), and phonetic
environment (environments 1-5) was carried out. A significant effect of talker was obtained,
F(4, 16) = 4.14, p < .05. Significantly faster response times were observed for Talker 1
and Talker 5 compared to Talker 3. There was no correlation between the mean latency
for a talker and the ideatification data for that talker that can account for this pattern of
response times observed accross talkers. However, there was a systematic effect found in
the interaction between week and phonetic environment, F(8, 32) = 2.44, p < .05. Figure 7
shows the mean response times for each week as a function of phonetic environment. These
response times are for correct responses only. It appears that for those environments in
which accuracy was high at the outset of training (i.e., for final singletons and clusters),
response times became faster each successive week, whereas for those environments in which
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accuracy was initially lower, response times became much slower in week 2 than in week 1
and then decreased again in week 3. Thus, the changes in identification performance that
occurred from week to week were paralleled by changes in the pattern of response latencies.
Moreover, the pattern of response times from week to week varied systematically depending
on whether they were from phonetic environments in which identification accuracy was high
or from those environments in which accuracy was low.

Insert Figure 8 about here

Generalization

The results of the generalization tests are described next. Figure 8 shows the overall
percentage of correct responses for the two generalization tes.c. Recall that TG1 consisted
of novel words produced by a previously unheard talker and TC2 consisted of novel words
produced by Talker 4, a talker heard during training. An ANOVA comparing generalization
test (TG1-TG2) and phonetic environment for the three subjects who were in both general-
ization tests yielded no significant effects (p = .09) due to insufficient power. However, an
examination of Figure 8 suggests that if more subjects had been included in the analysis,
performance in TG2 (M = 83.5) would have been significantly better than performance in
TG1 (M =79.9). This pattern of results implies that subjects were more accurate in their
identification of /r/ and /I/ when presented novel words produced by a talker they had heard
before than when presented novel words produced by a previously unheard talker.

Discussion

The results of the present experiment indicate that laboratory training procedures can
be effectively used to improve the performance of Japanese listeners in identifying /r/ and
/1/. Furthermore, generalization to novel stimuli was found to depend, in part, on the rela-
tionship between the talkers used during training and those used in generalization. Overall,
these results support the claim that for the training of a nonnative phonetic contrast to be
robust, the stimuli must contain sufficient variability and the task must bear some resem-
blance to the actual situations in which the contrast will be used. Eatlier work by Strange
and Dittman (1984) that used a low uncertainty discrimination task and a small number of
synthetic stisnuli during training apparently prevented subjects from forming ‘robust’ pho-
netic categories that could accomodate the variation in phonetic environments and talkers
encountered during generalization, let alone outside the laboratory.

Several of the findings obtained in the present experiment bear further examination.

First, the differences in identification performance for /r/ and /1/ in different phonetic en-
vironments have now been demonstrated by at least three studies in addition to our own.
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Figure 8. Mean percentage of correct responses in the two tests of generalization, TG1 and
TG2.
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Yet, no definitive explanation for this finding has emerged. Sheldon and Strange (1982)
have proposed that the temporal and spectral characteristics of /r; and /1/ located in initial
environments, especially in consonant clusters, may differ from /r/ and /1/ in final positions.
Specifically, they suggest that when /r/ and /1 “are coarticulated with stop consonants in
prevocalic clusters [where performance is worst], their steady-state loci are often not reached
or maintained.” In final position, however, the acoustic characteristics of /t/ and /1/ tend
to influence the formant structure of the preceding vowel, providing additional information
about the identity of the liquid in final position. Thus, in the context of initial clusters,
acoustic information differentiating /r/ and /I/ mayv be reduced, whereas in final position,
acoustic information differentiating /r/ and /1/ is actually enhanced. According to Sheldon
and Strange, these two contexts form the endpoints of a continuum and the “availability and
duration” of acoustic features cuing /r/ and /1/ in other phonetic contexts lie between these
two extremes.

Partial support for Sheldon and Strange'’s hypothesis was obtained in an earlier study
carried out in our laboratory by Dissosway-Hufl, Port, and Pisoni (1982). They found that
the duration of /r/ and /1/ in final position was longer than in other phonetic environments.
Based on the work of Sheldon and Strange (1982) and Dissosway-Huff et al. (1982), Henly
and Sheldon (1986) reasoned .hat if the effect of phonetic environment on identification of
/r/ and /1/ was due solely to acoustic factors, Cantonese listeners, who also have difficulty
differentiating /r/ and /1/, should show a pattern similar to the Japanese listeners. Instead,
they found a pattern different from that obtained with Japanese subjects. The Cantonese
listeners had difficulty with /r/ and /1/ in final position and in initial consonant clusters.
and were best at identifying /r/ and /I/ in initial and medial positions. Henly and Sheldon
also measured the duration of /r/ and /1/ in their stimuli and found essentially the same
durational pattern as obtained by Dissosway-Hufl et al. Thus, the relationship proposed by
Sheldon and Strange (1982) between the acoustic characteristics of /r; and /1/ in different
phonetic environments and their perception by nonnative listeners was not supported.

Henly and Sheldon suggested that differences between the phonological systems of the
two groups were responsible for why the Japanese and Cantonese subjects differed in the
pattern of their identification performence. Cantonese listeners were more affected than
Japanese listeners because in their phcnolegical system, a variant of /1/, sirmlar to an En-
glish /1/, is used in non-final positions. This Cantonese /1/ is used as a “template” to which
all other /1/-like sounds are compared. Thus. non-final /r/ and /1/ (except in clusters) can
be identified on the basis of either being ‘/l/-like’, in which case the subject identifies the
word as containing an /1/, or ‘not-/1/-like’, in which case the word is identified as containing
an /r/. Unfortunately for the Cantonese listener, since English /r/ and /1/ 1n final posi-
tion both differ from the Cantonese /1/, the ‘template’ strategy fails in this environment.
However, similarities in the identification performance of Japanesc and Cantonese listen-
ers for /r/ and /l/ in initial consonant clusters suggests tuat, in addition to phonological
factors, there are acoustic-phonetic variables at work as well. In short. while the identifi-
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cation of /r/ and /l1/ in different phonetic environments by Japanese listeners seems to be
closely tied to the acoustic-phonetic characteristics of stimuli, listeners from other language
groups, such as Cantonese, may also be influenced by the phonology of their native language.

In order to more fullv understand the effect of phonetic environment on the perception of
/r/ and /1/, we plan to do an acoustic analysis of the stimuli used in the present experiment.
In addition, we plan to carry out perceptual experiments with native speakers of English to
see if they show the effects of phonetic environment. At this point, it is not clear whether
such effects would be obvious unless the stimuli were degraded since the identification of
English words by native speakers of English will undoubtedly be subject to ceiling effects.
More sensitive measures, such as response times, may also prove useful to determine if native
speakers of English are sensitive to differences among phonetic environments when required
to identify words containing /r/ and /1/.

In the present experiment, we also found reliable effects associated with the use of dif-
ferent talkers. Using multiple talkers was originally conceived of as a way to increase the
stimulus variability faced by subjects during the training phase of the experiment. We did
not anticipate that subjects would be so sensitive to the different talkers used during train.
ing, nor did we anticipate the extent to which generalization performance would depend
on the relationship between the talkers used during training and the talkers used during
generaliztion testing. The work 6f Mullennix et al. (in press) indicated that, compared to
tasks where only one talker was used, the performance of listeners in tasks where the voice
of the talker varied from trial to trial was much lower, suggesting the operation of some kind
of process in which talker variability is normalized in order for the physical stimulus to be
mapped on to an abstract phoneti: representation. Mullennix et al.’s results suggested that
this process operated at some cost to the cognitive system. However, under most conditions,
the costs associated with talker normalization do not seem to noticeatly affect perception, at
least when the listeners are native speakers of English. In contrast, the results of the present
experiment indicate that Japanese listeners presented English words are much more affected
by variation in talker than native speakers of English presented with the same stimuli.

The reason why talker variability so dramatically affects the perception of /r/ and /1/ by
Japanese listeners i1s unclear at this time. Despite the fact that the stimuli were pretested
with native speakers of English to make sure that all the stimuli were of approximately the
same intelligibility, Japanese listeners reliably found some talkers much more intelligible than
others. Obviously, some acoustic-phonetic properties underlie the differences between ‘good’
and ‘poor’ talkers but until acoustic analyses are completed, we can only speculate about
the factors responsible. Durational differences, imperfectly realized formant structure, and
the reduction of certain phonemes are all possible candidates at the present time.

There are several implications of the findings obtained in the present experiment re-
garding talker variation and its effect on perception. First, if the results of the present
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experiment are any indication, listeners learning a second language seem to be much more
sensitive to talker variability than native listeners. Presumably, this is due in part to the
ill-formed phonetic categories possessed by these listeners. Second, in order to overcome the
effect of talker variability, a large set of talkers may have to be used during training. Ap-
parently, the five talkeis used in the present experiment were insufficient to develop robust
representations of /r/ and /l/ that the listeners could use in a novel setting. Alternatively,
since the listeners did not reach asymptotic performance with the five talkers used during
training, it simply may be the case that training subjects until their performance is close to
100% accuracy would result in effective transfer to novel stimuli. Third, it may be the case
that training nonnative listeners with some talkers may be more effective in producing new,
robust phonetic categories than training with other talkers. That 1s, subjects may be able
to learn tc identify nonnative phonetic categories more quickly and accurately using stimuli
produced by some talkers than with stimuli from other talkers. Finally, the present results
suggest that characteristics of the talker apparently became an integral part of the subject’s
phonetic representation of /r/ and /I/. The long-standing view that phonetic categories are
abstract, canonical represe..iations of speech sounds. may be incorrect because 1t fails to
take into account all the information encoded by a listener. This may be especially relevant
for listener< such as nonnative speakers of a language who are likely to have rough nonnative
phoneti. gories. For these listeners, the information associated with a phonetic category
appears to be influenced by stimulus characteristics not inciuded in traditional conceptions
of what a segmental representation should be.

In conclusion, the results of the present experiment demonstrate that Japanese listeners
can learn to identify /r/ and /l/ in a relatively short time period using a simple laboratory
training task that required identification of an item from a minimal pair. However, perfor-
mance was found to be dependent on the phonetic environment in which the contrast was
located and the talkers used during training. The results of two generalization tests showed
that listeners apparently learned characteristics of /r/ and /1/ that were not only conditioned
by their phonetic environment but were also specific to the talker who produced the items
during training. The present experiment raises many interesting and potentially important
questions about the nature of stimulus variability in perceptual learning and its role in train-
ing nonnative listeners to perceive phonetic contrasts that are not in their language. Further
work is currently in progress to address these issues.
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Abstract

Results of two experiments are reported. The experiments involve the presentation
of a vowel continuum (“hood”-“hud”) at two levels of fundamental frequency (F0) (120
and 240 Hz) and in two types of presentation (items blocked by FO0 level and items with
different FO levels rand »mly intermixed with each other). These presentation condi-
tions correspond to the single-talker /multiple-talker conditions used by Mullennix et
al. (in press) and are here called the single-F0 and the mixed-F0 conditions. The ex-
periments test two hypotheses. The first hypothesis is that F0 normalization involves
an adjustment-to-talker process in which F0 serves as a cue for speaker identity. This
view holds that vowel normalization results from an adjustment of an internal vowel
space against which the incoming vowels are compared. The adjustment-to-talker hy-
pothesis is contrasted with a view in which F0 normalization results from the auditory
integration of F0O and the harmonics in the F1 region of the vowel spectrum. It is argued
that the experiments support the adjustment-to-talker view of F0O normalization. In
Experiment 1 there was a large shift in vowel identification (as a function of F0) when
items were presented in the mixed-F0 condition, while there was virtually no effect of
F0 upon vowel iaentification when the items were presented in the single-F0 condition.
This contrast effect in FG normalization has not been reported before. In Experiment
2, the contrast effect was found again. In addition, reaction time data was comparable
to that found by Mullennix et al. (in press) for the single-tatker vs. multiple-talker pre-
sentation of naturally produced words. Vowel identification in the single-F0 condition
was on average 50 ms faster than it was in the mixed-F0 condition. Further analysis
revealed that the reaction time disadvantage in the mixed-F0 condition occurred for
those items which involved a change in F0 from one token to the next. These data
indicate that hearers make a perceptual adjustment upon encountering a new voice.
The auditory theory of F0 normalization does not predict these results. They are,
however, predicted by a vowel-space-adjustment model of vowel normalization.
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FO Normalization and Adjusting to Talker”

It is well documented that hearers are influenced by fundamental frequency (F0) when
they make judgements about vowel quality (Miller, 1953; Fujisaki & Kawashima, 1968; Slaw-
son, 1968; Ainsworth, 1975; Traunmiiller, 1981). Traunmiiller (1981) has suggested that F0
normalization is the result of the auditory integration of FO and the harmonics in the region
of the first oral resonance (F1) which results in a shift of the perceived F1 (F1'). Sussman
(1986) proposes that perceptual vowel normalization is achieved by a specialized component
of the auditory system which is sensitive to the ratio of F1 to F0. He notes that, in the au-
ditory systems of some species of bat, there are nerve cells which are sensitive to frequency
ratios. Syrdal and Gopal (1986) also include reference to the relationship of F1 to FO in
their vowel classification scheme. Instead of looking ant the ratio of F1 and F0, however,
they define the relationship in terms of difference between Z1 and Z0 (the Bark transformed
values of F1 and FO0). If Z1 minus Z0 is greater than 3 Bark the vowel is classified as open and
if the difference of Z1 and Z0 is less than 3 Bark the vowel is classified as closed. They note
that the use of Bark-difference definitions of vowel features accomplishes speaker normaliza-
tion. All three versions of an auditory account of FO normalization avoid any reference to
the role of F0 in speaker-identity (or of the role of speaker-identity in vowel normalization)
and so give FO normalization an ontological status different from other processes of speaker
normalization such as contextual vowel normalization (Ladefoged & Broadbent, 1957).

I have argued elsewhere (Johnson, 1988a,1988b) that this view o1 F0 normalization is
incorrect, and that a part of the influence which F0 has on vowel identification stems from
the fact that FO is a cue for speaker-identity. As a cue for speaker-identity, FO, in this view,
15 used in a range normalization process (Gerstman, 1968) to estimate speaker-dependent
formant ranges. I will call this the adjustment-to-talker view. The model of vowel normaliza-
tion described by Bladon, Henton, and Pickering (1984) is one example of the adjustment-to-
talker approach. This is not at first obvious because they describe the model as “auditory”,
but it is actually a two stage model. They propose that vowel normalization is accom plished
by shifting the auditory spectra of vowels produced by female speakers down by 1 Bark before
comparing them to spectral templates based on vowels produced by men. The auditory stage
in the model is ir the calculation of “auditory” spectra (Bladon & Lindblom, 1981). The
second stage (when spectra are shifted along the Bark scale) involves an adjustment-to-talker.

The experiments reported here provide a test of these hypotheses. Before discussing the
present experiments, I will review some recent research on the perceptual consequences of
having to adjust to different talkers during word recognition.

In some recent research concerning word recognition under conditions of talker-variability,
Mullennix, Pisoni, and Martin (in press) found that when hearers were required to identify
words in different levels of noise, word recognition performance was impared by random
variation of talker identity (41% correct in the single-talker condition vs. 34% correct in
the multiple-talker conditior). In the single-talker condition all of the words presented for

239



identification were produced by the same talker; in the multiple-talker condition the identity
of the talker (out of a pool of 15 talkers) varied ramdomly f-om word to word (hence the
multiple-talker condition can be called a talker-variability condition). The;- found a similar
effect of talker-variability with tokens which had been degraded by the introduction of signal
correlated noise (Horri, House, & Hughes. 1971). Identification performance was 69% correct
vs. 48% correct in the single-talker and mixed-talker conditions, respectively. Mullennix et
al. also found reliable reaction time differences between single-talker and mixed-talker condi-
tions in two naming experiments. Subjects could repeat aloud auditorily presented words in
the single-talker condition about 50 ms faster than they could in the mixed-talker conditiox
(averaged over lexical density and word frequency conditions in two experiments). These
data were interpreted as indicating that hiearers must adjust to talker in the multiple-talker
condition while this adustment is not required in the single-talker case.

Frevious research in FO normelization has involved the presentation of synthetic speech
tokens in what is essentially a multiple-talker condition, though the “multiple-talker” condi-
tion has usually been composed of only two levels of FO (Miller, 1953 ; Fujisaki & Kawashima,
1968; Slawson, 1968; and Traunmiiller, 1981). In the experiments reported here synthetic
speech tokens frem a “hood”-“hud” continuum were presente. at two levels of FO and i
both single-talker and multiple-talker conditions.

Experiment 1

Subjects identified the vowels from two versions of a “hood”-“hud” continuum in two
types of presentation. There were two versions of the vowel continuum, one with high F0
(240 Hz) and one with low F0 (120 Hz). In the single-F0O condition the tokens were blocked
by FO, thus the FO of the tokens was entirely predictaole within blocks. In the mixed-F0
condition the tokens of the two F0 continua were randomly intermixed with each other. The
single-FO condition corresponds to the single-talker cordition of Mullennix et al. (in press)
and the mixed-F0 condition is analogous to their multiple-talker condition, albeit with only
two talkers. '

Method

Subjects. Twenty undergraduate students at Indiana University participated in the ex-
periment (12 female, § male). All were native speakers of American English who had never
experienced any speech or hearing deficiences. They received partial course credit in an
introductory psychology course for their participation.

Materials. The stimuli used in this experiment were synthetic CVC syllables in a vowel
continuum from (had] to [had]. Two continua were synthesized (using the Klatt, 1980
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cascade-parallel formant synthesizer) - ore with a steady-state F0 of 120 HzZ, the other with
steady-state FO of 240 Hz. The formant values used in synthesizing the vowels are shown 1in
Table 1. These formant values had been used in a previous study of vowel FO normalization
(Johnson, 1988a). The syllables were 285 ms in duration. The aspiration noise of the /h/
was 95 ms long (with F1 and F2 slightly higher than the F1 and F2 of the vowel as naturally
occurs as a result of tracheal coupling). The steady-state vowel pertion of the stimuli was
160 ms long. Bandwidths of F1-F3 were 110, 75, and 110 Hz, respectively. F4 and F5 were
3500 Hz and 4200 Hz, both wiih a bandwidth of 300 Hz, and were steady-state throughout
the syllables. The final transitions into /d/ were 30 ms long and ended at 300,1700 and
92516 Hz for F1-F3, respectively. The F3 transition of all tokens dipped to 2116 over the first
15 ms and then rose to 2516. The low F0 continuum was synthesized with a steady-state
FO of 120 Hz, while the high F0 continuum had a steady-state F0 of 240 Hz. The peak
amplitude relations among tokens reflected the intrinsic amplitudes found in natural speech
(Lehiste and Peterson 1959). Peak amplitude (expressed in dB relative to the maximum
value possible in the synthesizer) of the low F{ continuum ranged from -9.1 dB for [®] to
-7.1 for [a)], while peak amplitude for the high F( items ranged from -2.6 (o] to -0.7 dB [a].
The tokens at the “hud” end of the continuum were slightly louder than the tokens at the
“hood” end and the high FO tokens were lovder (by 6.45 dB on average) than the low F0
tokens.

Insert Table 1 about lLere

Procedure. The two vowel continua were presented in random order to each group of sub-
jects (at a listening level of 80 dB for the [a] token in the high FO continuum) in two types
of presentation. In the single-FO condition the tokens in each continuum were blocked by
FO. In the mixed-FO condition the tokens from the two continua were randomly intermixed
with each other. Subjects were randomly divided inio two groups. One group of subjects
responded first to the items in the single-FO condition and then to the same items agaii in
the mixed-F0 condition. The other group heard the items in the mixed-F0 presentation type
first and then responded to them again in the single-FO condition. The groups will be called
the mixed-first and single-first groups. In the single-FO condition, the order of presentation
of FO level was counter-balanced across su! :ects. So, presentation type and FO level were
treated as within subjects variables while order of presentation was treated as a between
subjects variable.

A CRT was mounted at approximately eye level for each subject. The words “HOOD”
and “HUD” were presented on the monitor at the left and right bottom corners of the screen.
Subjects were told to use these labels as an indication of which buiton to press in a forced

hoice identification task. One half of each subject’s responses in each condition were col-
lected with “HOOD" as the right-hand response and “HUD” as the left-hand response, and
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Table 1

Formant values of the test tokens used in Ezperiments 1 and 2.

Token # 1 2 3 4 5 6 T

F1 474 491 509 526 543 561 578
F2 1111 1124 1137 1150 1163 1176 1189
F3 2416 2424 2432 2440 2448 2456 2464
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for the other half of the trials the right-hand response was “HUD” and the left-hand re-
sponse was “HOOD”. Button to response associations were switched at intervals of 70 trials,
so within a block of 70 trials the association was constant.

Each token in the two continua was presented 10 times in each of the two types of
presentation. Thus, the number of observations per subject was 280 (7 tokens * 2 F0 levels
* 2 presentation types * 10 presentations). The experiment was conducted online by a PDP
11/34 mini-computer at the Speech Research Laboratory at Indiana University. Subjects
were run in groups of five.

Results

The results of Experiment 1 are shown in Figure 1. The single-F0 and mixed-FO con-
ditions are in the top and bottom graphs, respectively. In each graph the identification
functions for subjects in the single-first group are plotted with solid symbols and the re-
sponses of the subjects in the mixed-first group are plotted with open symbols. Responses
to the high FO continuum are plotted with squares and responses to the low F0 continuum
are plotted with circles. These data were analyzed in a four-way repeated measures ANOVA
with factors PRESENTATION TYPE (mixed-F0 vs. single-F0), FO LEVEL (120 Hz vs. 240
Hz), GROUP (mixed-first vs. single-first) and TOKEN (1-7).

—

Insert Figure 1 about here

There were two main effects; TOKEN and FO LEVEL (|F(6,108) = 118.06,p < .0001]
and [F(1,18) = 76.7,p < .0001], respectively. Both of these effects are unsurprising. Of
course, we expect vowel identification to vary as a function of token number, also, previous
research on F0 normalization would lead to the prediction that vowel identification would
vary as a function of FO level. Low F0 i.ems were labeled “hood” 34.5% of the time while
61.5 % of the high F0 items were identified as “hood”.

The interaction which is of primary interest here is the one between PRESENTATION
TYPE and FO LEVEL. This interaction, which was highly significant {F(1,18) = 65.79, p <
.0001], is illustrated in Table 2. The data in this table are presented as percent “hood”
responses averaged across the tokens in the continua and averaged across subjects. As in-
dicated in Table 2 and Figure 1 subjects showed a very large effect of FO level on vowel
identification responses if the items were presented in the mixed-F0 condition, and very Iit-
tle effect of FO level when the items were presented blocked by FO0.
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Figure 1. Identification data from Experiment 1 as a function of token number, presentation
type, subject group and F0 level. The mixed-first group is plotted with open symbols. The
single-first group is plotted with closed symbols. The high F0 continuum is plotted with

squares and the low FO continuum is plotted with circles.
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Insert Table 2 about here

There were several other significant interactions which have less of a bearing upon the
hypotheses being tested. First, there was an interaction between PRESENTATION TYPE
and TOKEN [F(6,108) = 30.21, p < .0001]. This interaction is a result of the fact that
the F0 normalization effect was present in the mixed-FO0 condition and not in the single-F0
condition. For example, if we average the four functions in the top graph of rigure 1 the
percent “hood” responses for token #1 is 89%, but the average for token #1 in the mixed-
FO condition is only 69%. The effect of low F0 on the perceptual identity of token #1 in
the mixed condition was to reduce the number times this token was ideniified as “hood”.
Similarly, the eflect of high FO on the p.rceptual identity of token #7 (again only in the
mixed-F0 condition) was an increase in the number of “hood” responses to this token. Thus,
the identification functions (averaged over FO level and subject groups) are flatter in the
mixed-F0 condition than they are in the single-F0 condition.

Also, in Figure 1 it is obvious that the effect of FO level in the mixed-FO0 condition was
not as large for the subjects in the single-first group. This is borne out in the ANOVA as an
interaction between GROUP and F0 LUVEL [F(1,18) = 13.67, p < .01] and as a three way
interaction of GROUP, PRESENTATION TYPE and TOKEN [F(6,108) = 7.82, p < .0001}.
For those subjects who heard the single-F( condition first the difference in vowel quality as
a function of FO was less extreme than it was for the subjects who first responded to the
items in the mixed-F0 condition. The three way interaction indicates that when responses
are averaged over F0 the performance of the mixed-first group on mixed-F0 trials is flat-
ter than block first performance on mixed-F0 trials. What seems to be happening here is
that, when the items are presented in the single-F0 condition before being presented in the
mixed-F0 condition, subjects are able to hear out exemplars of “hcod” and “hud” in both of
the continua. Then, when the items are presented in the mixed-F0 condition, the subjects
are more hkely to identify instances of “hud” in the high F( continuum and instances of the
“hood” in the low FO continuum. As Figure 1 illustrates, those subjects who responded to
the mixed-F0 condition first had a tendency for greater separation of the two F( continua
than did those subjects in the single-first group.

Another statistical effect which results from the difference between groups is the GROUP
by TOKEN interaction [F(6,108) = 7.72, p < .0001]. This effect appears to be a “shadow”
of the GROUP by TOKEN by PRESENTATION TYPE interaction which was discussed in
the preceding paragraph, although the greater number of “hood" responses to the high F0
items by subjects in the mixed-F0 first group in the single-F(' condition is also a part of this
interaction (note that the four way interaction which includes FO LEV',L as a factor was
not significant).

Two other interactions were significant in the ANOVA. There was an interaction between
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Table 2

The interaction of PRESENTATION TYPE and FO LEVEL in Ezperiment 1. The data in
this table are percent “hood” identifications as a function of presentation type and F( level
avcraged across subjects and tokens.

Low FO High F0
Single-FO | 45.7 50.4
Mixed-FO | 23.2 72.6
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FO LEVEL and TOKEN NUMBER [F(6,108) = 11.09, p < .0001]. This interaction indi-
cates that the effect of F0 level on vowel identification was not the same for each of the
tokens in the continuum. Tokens in the middle of the continuum were more affected by the
manipulation of FO than were the tokens at the ends of the continuum (1.e. a boundary shift
vs. a global change).

And finally there was an interaction between PRESENTATION TYPE and GROUP
[F(1,18) = 10.3, p < .01]. Averaged across all other conditions the mixed-first group id=nti-
fied 47% the tokens in the mixed-FO0 condition as “hood”, and 52% the tokens in the single-F0
condition as “hood”. Subjects in the single-first group identified 48% of the tokens in the
mixed-FO0 condition as “hood” and 45% of the tokens in the single-F( condition as “hood”.
This effect can be summarized by saying that there were fewer “hood” responses in the first
presentation condition for each group. This interaction has no bearing on the hypotheses
under investigation.

Discussion

Both the auditory view (Traunmiiller, 1981; and Sussman, 1986) and the adjustment-
to-talker view predict that an F0 normalization effect will be exaggerated in the mixed-F0
condition as opposed to the single-F0 condition. In the auditory view of FO normalization,
an auditory contrast effect (Crowder, 1981; Fox, 1985) may increase the spectral differences
between tokens with different F0 levels ir the mixed-F0 condition and so increase the vowel
quality differences between the two synthetic continua. This account of contrast has the
following features: (1) vowel representations differ as a result of the auditory processing of
vowels (and for no other reason), (2) vowel contrast in the mixed-F0 condition results from
auditory contrast (e.g. Crowder’s (1981) model of lateral inhibition across vowel spectra).

The adjustment-to-talker model also predicts a contrast effect in the mixed-F0O condi-
tion, but at a different level of analysis. Here, instead of contrasting at the level of auditory
vowel representations, the contrast effect 1s at the level of speaker-identities. In this view,
the degree of perceived speaker difference {as a function of FC difference) will be greater
in the mixed-FO condition because of a relatively high-level contrast effect (Parducci, 1965,
1975). Consequently, if the perceived difference between speakers in the mixed-F0 condition
15 greater in the mixed-F0 condition, the degree of difference in vowel identification will be
greater as well.

So, this experiment, although it demonstrates and interesting (and until now, unreported)
phenomenon, does not really separate the two hypotheses of vowel normalization. Both hy-
potheses predict a contrast effect. A second experiment was performed 1. order to separate
the two hypotheses. In this second experiment reaction time data as well as identification
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data were collected. This exper..nent separates the hypotheses because the auditory expla-
nation of vowel normaization predicts that there will be no reaction time difference between
the single-FO and mi:.ed-F0 conditions, while the adjustment-to-talker hypothesis does pre-
dict a reaction time lifference.

Experiment 2

Experiment 2 is identical to Experiment 1 in all respects except that the peak amplitudes
of the tokens were equated (to avoid possible effects of amplitude variation on reaction time),
and reaction timc measurements were collected.

The adjustment-to-talker view of FO normalization predicts that, when the F0 of tokens is
unpredictable within an experimental block, subjects will have to adjust to a new talker each
time they encounter an item with F0 differen! from the F0 of the preceding item. Mullennix
et al. (in press) found that when talker voice varies from item to item in a word naming
task just such a reaction time effect is observed. There are several differences between the
present experiment and that of Mullennix et al. which suggest that the reaction time differ-
ence may not be found in this experiment. First, Mullenuix et al. used naturally produced
monosyllabic words. The differences between talkers in their study therefore included FO0,
spectral slope, other aspects of voice quali.y such as laryngealization and breathiness, and
differences in formant ranges. The tokens used in the present experiment, on the other hand,
differed (from one continuum to the next) only in F0. In a previous experiment, 1 found
that a difference of 50 Hz was enough to cause listeners to classify tokens as having been
produced by different talkers (Johnson, 1988b), but clearly the differences between “talkers”
in this experiment were much less than those between talkers in the Mullennix et al. study.
Second, the multipl ialker condition in the Mullennix et al. study involved the presentation
of tokens which had been produced by 15 different talkers. In the present study only two
different levels of FO were presented in the mixed-FO condition. So, this experiment is a
rather severe test of the adjustment-to-talker account of FO normalization.

The auditory FO normalization hypothesis predicts that there will be no reaction time
difference between the two presentation conditions (single-F0 and mixed-F0) because the
model holds that both the F(-normalization effect and the contrast effect which were ob-
served in Experiment 1 are auditory in nature. In other words, the auditory hypothesis
holds that exactly the same cognitive processing is taking place in both of t.e presentation
conditions. In both conditions, incoming vowels are being identified by whatever mechanism
we care to posit and the differential eflects of F0 level and stimulus context are the result of
auditory processing. Thus, the auditory hypothesis predicts that there will be no reaction
time difference for the two presentation conditions.
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Method

Subjects. Twenty-four undergraduate students at Indiana University participated in the
experiment (18 female, 6 male). All were native speakers of American English who had
never experienced any speech or hearing deficiencies. They received partial course credit in
an introductory psychology course for their participation.

Materials and Procedure. Two vowel continua were synthesized using the same formant
values, bandwidths and durational qualities as those used in Experiment 1. Peak amplitude
was digitally equated across all tokens.

The procedure was identical to that used in Experiment 1. Subjects were tested in groups
of six; each group being tested in a different (counter-balanced) ordering of the conditions.

Results

Identification Data. The identification data from Experiment 2 are shown in Figure 2.
As in Figure 1 the two presentation con ditions are shown in separate graphs, the responses
of the mixed-first group are plotted with open symbols in both graphs, while the responses
of the single-first group are plotted with filled symbols. Responses to the low FO contin-
uum are plotted with circles and the responses to the high FO continuum are plotted with
squares. The identification data were analyzed in a four way repeated measures ANOVA
with factors PRESENTATION TYPE (mixed-F0 vs. single-F0), FO LEVEL (120 Hz vs. 240
Hz), GROUP (mixed-first vs. single-first) and TOKEN (1-7).

Insert Figure 2 about here

As in Experiment 1 the only main effects in the analysis were for FO LEVEL [F(1,22) =
91.76,p < .0001] and TOKEN [F(6,132) = 154.14,p < .0001]. The low F0 continuum was
identified as “hood” 35.5% of the time while 64.9% of the high F0 items were labeled “hood”.
Also, as in Experiment 1, the interaction of PRESENTATION TYPE and F0 LEVEL was
highly significant [F(1,22) = 123.07,p < .0001]. The effect of FO on vowel identification
(when tokens with different F0 are presented in blocks vs. randomly intermixed with each
other) can be observed in Figure 2 as the difference between the top and bottom graph. The
average percent “hood” responses to each continuum (low and high F0) are shown in Table
3. When items which differed in FO were presented intermixed with each other there was
a large FO normalization effect, while when the items were presented in separate blocks no
such effect obtained. The three way interact on of PRESENTATION TYPE, FO LEVEL and
TOKEN was also significant [F(6,132) = 4.82,p < .001]. This interaction indicates that the
effect of FO in the mixed-FO condition was greater for some tokens in the continuum than
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Figure 2. Identification data from Experiment 2 as a function of token number, presentation
type. subject group and F0 level. The mixed-first group is plotted with open symbols. The
single-first group is plotted with closed symbols. The high Fi continuum is plotted with
squares and the low F0O continuum is plotted with circles.
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for others. In particular, tokens at the “hud” end of the continuum were affected by high
F0 and tokens at the “hood” end of the continuum were affected by low FO.

Insert Table 3 about here

As in Experiment 1 there was an interaction between PRESENTATION TYPE and TO-
KEN [F(6,132) = 32.61,p < .0001] which indicates that the average identification function
in the mixed-F0 condition was flatter than was the average identification function in the
single-F0 condition. Also, as in Experiment 1, there was an interaction between F0 LEVEL
and TOKEN [F(6,132) = 15.33,p < .0001}, which indicates that the effect of FO (averaged
over groups and presentation conditions) was a boundary shift and not a global change in
probability of “hood” response.

Finally, there were two significant interactions which involved group differences. As is
clear in Figure 2, the two groups of subjects (mixed-first and single-first) had virtually iden-
tical response functions in the mixed-F0O condition. While in the single-FO condition the
response functions for the single-first group were somewhat flatter than those of the mixed-
first group. This difference was reflected in the PRESENTATION TYPE by TOKEN hy
GROUP interaction [F(6,132) = 4.25,p < .001]. Also, from the graph of the single-F0 con-
dition functions it appears that this group difference was larger for the high F0 level than for
the low FO0 level (i.e. the function for the high F0 continuum is flatter than the function for
the low FO continuum). This was reflected in the four way interaction of PRESENTATION
TYPE, GROUP, F0 LEVEL and TOKEN [F(6,132) = 3.02,p < .01]. It is not clear why the
subjects in the single-first group would show less categorical identification of the continua in
the single-FO0 condition.

Reaction Time Data. Average reaction times were also analyzed in a repeated measures
ANOVA with factors FO LEVEL, PRESENTATION TYPE and GRQUP. The values that
were entered into this analysis were averaged across both response (“HOOD” or “HUD")
and token. The reaction time measurements indicate response latency from item onset.
The only statistically significant effect was a the main effect for PRESENTATION TYPE
[F(1,22) = 5.39,p < .05]. Average reaction time in the mixed-F0 condition was 697 ms and
in the single-FO condition was 647 ms. This 50 ms difference is comparable to the reaction
time difference found by Mullennix et al. (in press) for naming latency in multiple-talker
versus single-talker conditions. The main effect for FO LEVEL approached significance
[F(1,22) = 3.76,p = .0653]. The trend was for items with low F0 to be identified more
quickly than the items with high F0. This eflect may relate to the relative naturalness of the
different levels of F0. The voice source of the synthesizer (as is true with many synthesizers)
sounds more natural at lower FO levels.
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Table 3

The nteraction of PRESENTATION TYPE and FO LEVEL in Ezperiment 2. The data in
this table are percent “hood” identifications as a function of presentation type and FO level
averaged across subjects and tokens.

Low F0O High F0
Single-F0 48.4 52.7
Mixed-FO | 22.6 76.9
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An additional analysis of the reaction time data from the mixed-F0 condition was per-
formed to assess the effect of changing FO from token to token. The reaction time data were
ciassified by F0 of the item being identified and by the FQ of the immediately preceding item.
This classification scheme results in four classes of reaction times; low F0 items which were
immediately preceded by a low F0 item, low F0 items which were immediately preceded by
a high FO0 item, high F0 items which were immediately preceded by a low F0 item and high
FO items which were immediately preceded by a high F0 item. These data for each of the
24 subjects were entered into a three-w:.y repeated measures ANOVA with factors: TOKEN
FO (high or low), CONTEXT FO0 (high or low) and GROUP (mixed-first or single-first).
There was a main effect of TOKEN F0 [F(1,22) = 9.96,p < .01]. This is consistent with
the marginal F0 effect found in the overall analysis. There was also a significant interaction
between the TOKEN FO and CONTEXT 79 factors [F(1,22) = 5.98,p < .05]. This inter-
action is illustrated in Figure 3. In a post hoc comparison of means it was found that the
effect of context was significant for the high FO0 items, but not for low F0 items.

Insert Figure 3 about here

Discussion

As 1in Experiment 1, the pattern of identification responses found in this experiment
clearly indicate that presentation type determines whether the shift in identification associ-
ated with F0O normalization will occur. When vowel tokens are presented in what amounts to
a mixed-talker situation subjects tend to identify vowels with high FO more as “hood” and
vowels with low FO more as “hud”. This is the expected effect of F0 on vowel identification
given some process of FO normalization, and this pattern of results has been reported widely
(Miller, 1953; Fujisaki & Kawashima, 1968; Slawson, 1968). What is unique and intriguing
about the present finding is that this pattern of identification for continua with different FO
1s not present when the contunua are presented in separate blocks.

The difference in reaction time between the mixed-F0 and single-F0 conditions which was
observed in this experiment (50 ms) is coniparable to the reaction time difference observed
by Mullennix et al. (in press) between their single-talker and multiple-talker conditions.
This similarity across experiments suggests that the same mechanism is involved. One
possible conclusion is that the adjustment to talker to which Mullennix et al. attributed
the reaction time difference includes the FO normalization effect which was found in the
mixed-F0 condition in this experiment.

General Discussion

One striking and totally unexpected result of Experiment 2 was the lack of group differ-
ences. Comparing Figures 1 and 2 it is obvious that the differences between subject groups
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which were present in Experiment 1 have all but vanished in Experiment 2. This is a striking
difference because the only difference between the two experiments was that in Experiment
2 the amplitudes of the tokens were digitally equated in order to get valid reaction time
measurements (without confounding amplitude and F0). Any effect of this manipulation on
identification behavior was totally unexpected.

It may be that the amplitude differences between continua in Experiment 1 served to
magnify the FO difference between continua for the mixed-first group, while the single-first
group had an opportunity (in the single-FO0 condition) to “hear out” examp!ars of both vowel
categories in the two continua, and so were less affected by the amplitude difference in the
mixed-F0 condition. This is the interpretation given in the discussion of the results of Ex-
periment 1. Evidently, the removal of this confounded physical difference (in Experiment
2) was enough to allow subjects in the mixed-first condition to also “hear out” instances of
both vowel categories in the mixed-F0 condition.

It is not clear if this pattern of results bears on the auditory or adjustment-to-talker
views of FO normalization. One possible interpretation, from the adjustment-to-talker view,
is that, by confounding amplitude with FO, the degree of perceived talker difference was
increased for the mixed-first group in Experiment 1. The fact that this coupling of cues did
not affect the single-first group as well may be the result of being able to ignore amplitude
differences given prior exposure to the two voices. Tlis interpretation, although a possibility,
is not the primary focus of the present experiments.

The primary results of these two experiments can he summarized as: (1) A large and
stable contrast effect in FO normalization has been found. When tokens from vowel continua
with different FO are presented randomly intermixed with each other there is an effect of F0
upon vowel identification, however, when tokens are presented blocked by F0 the effect of F0
is severely diminished. This contrast effect in FO normalization has not been reported before.
It was argued that both an auditory view of F0 normalization and an adjustment-to-talker
view of FO normalization could account for this finding. (2) Reaction time data have been
reported which suggest that hearers must make an adjustment-to-talker for items which dif-
fer in FO from their immediate context. This fir _ing is predicted by the adjustment-to-talker
view of F0 rormalization and not by the avuitory view of FO normalization.

Finally, let’s consider how these data relate to Bladon et al.’s (1984) model of vowel
normalization. In their model, vowel normalization involves the adjustment of the spectra of
vowels produced by females in oder to make them comparable ‘ , vowel category templates
which are based on the spectra of vowels produced by males.! This model predicts that
an adjustment will have to be made for female voices and not for male voices, or in the
more general case (if the vowel category templates are midway between spectra for men and

!There is no reason why the vowel category templates couldn’t be based on spectra of female vowels, or
on spectra close to the average of male and female vowel spectra.

255



women), the model predicts that an adjustment will have to be made for all vcwel tokens.
The reaction time data of Experiment 2 are not consistent with this model. These data (Fig-
ure 3) indicate that an adjustment-to-talker is only made when there is s change in voice.
The spectrum-sliding model of Bladon et al. entails that the spectral templates are fixed
and that the representation of the incoming vowel must be adjusted to make a comparison
with the template. The vowel space adjustment mocdel which I am proposing here holds
that, upon detecting a change in speaker (or at the onset of an exchange), the hea-er adjusts
an internal vowel space and that the representations of incoming vowels are then evaluated
relative to this vowel space without being altered in preparation for the comparnson.

This 1s not to say that listeners evaluate vowels by their formant frequencies (in Hz). Of
course, the representations of vowels are auditory representations. I have reported elsewhere
(Johnson, 1988b) data which suggest that some portion of the shift in identification which
is found in F0 normalization experiments (such as those reported here) arises from an effect
of FO upon the auditory representation of vowel sounds. However, the data reported here
suggest, that in addition to any effect of the auditory system, F0O normalization also includes
a component which can only be described as an adjustment-to-talker.
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Abstract

Halle & Mohanan (1985) argue that English has a rule of y-insertion that inserts
[v] before a vowel that surfaces as {u] in such words as beauty, feud, and pure. An-
derson (1988) argues against a rule of v-insertion based on speech error evidence from
Shattuck-Hufnagel (1986). In this paper, it is argued that the external evidence (ie,
evidence based on such phenomena as speech errors and language games) supports
the v-insertion analvsis for American English. First, the speech error evidence is re-
considered and it is shown that thev are better analvzed under a v-insertion analysis.
Afterwards, it is argued that onlv the v-insertion analysis is compatible with the rele-
vant data from the language game Pig Latin.
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On the External Evidence for y-Insertion in American English

Introduction

Halle & Mohanan (1985) argue that English has a rule of y-insertion that inserts [y]
before a vowel that surfaces as [u] in such words as beauty, feud, and pure. Anderson (1988)
contends that English has no rule of y-insertion. Rather. words like beauty, feud, and pure
have /y/ (or /I/) in underlying representation where it is in close relationship with the fol-
lowing vowel.! (Anderson suggests that derivatively /I/ is also in close relationship with the
preceding onset consonant; nonetheless, he still represents it as being in closer relationship
with the following vowel.)

Anderson (1988) argues that the speech error evidence from Shattuck-Hufnagel (1986)
supports his analysis of an underlying /lu/ diphthong in words like beauty, feud and pure, and
that the speech error evidence is incompatible with an analysis like that of Halle & Mohanan
which posits opaque underlying vowels and a rule of v-insertion. In this paper, however, it
is argued that the external evidence supports a rule of v-insertion. First it is shown that
the speech error evidence which Anderson considered is in fact compatible with a rule of
v-insertion for American English. Afterwards. it is argued that only the v-insertion analysis
is compatible with the relevant data from the language game Pig Latin. First, though, we
consider in more detail the tvpe of data to which the rule of v-insertion is supposed to apply.

The Data

The American English data in (1) are all examples of words in which [v] appears before
an [u]. In the account of Anderson (1986,1988) all these words would contain an /1, on-glide
before the /u/ in the underlving representation. In an account like that of Halle & Mohanan
(1985). a [v] is inserted by rule before a vowel that surfaces as ju].

(1) puny Cuba
bugle vaccuum
fume argue
view huge
reputation humanity
contribute music
perfume Communism

' will use the svymbols /v/ and /I/ interchangeablv. Technicallv. 'v. represents a sound that is part of
the svllable onset while /1/ represents a sound that is an on-glide to the vowel and so would be part of the
svlilable nucleus. Normally, when referring to an account like Anderson’s | use /1. and when referring to a
rule-based account I use /v/.
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The data in (1) are all examples of words where there is a [v] after a noncoronal consonant
(ie, a labial or a velar) and before [u]. Note that the [y] occurs regardless of whether it
is in a syllable with primary stress, a syllable with secondary stress, or a syllable with no
stress. Interestingly, in many varieties of American English, {¥] can be found after coronal
consonants (and before [u]) only in syllables that do not carry the main stress. Such words
are shown in (2a). In (2b), representative words with stressed syllables containing a coronal
consonant followed by [u] are shown. These words do not surf. ce with [v].

(2) a. volume b. voluminous
continue continuity
erudite ruby
perpetual perpetuity
residual residue
Mathew Methuselah

In an analysis of the American English data in (1) and (2) that incorporates a rule of y-
insertion, there would seemingly be a rule like that in (3). (cor=coronal)

(3) ){'---> y / <[+corl> ___ u
<-stress> (Conditica. if [+cor]
then [-stress])

The major point of criticism that can be leveled against the [v|-insertion rule analysis
of the above data (and, indeed, Anderson (1988) does briefly mention this at the end of his
squib) is that it forces a distinction between two different types of American English [u]:
those that can have [y] inserted before it and those that cannot. While the data in (1) and
(2) are all examples of forms that can undergo the [y'-insertion rule in (3). words like these
in {(4) never undergo [y]-insertion even though the environment for the rule i1s met in many
of these words.

(4) Dbooty moon
poor food
voodoo noon
roof soot
tooth cool
goober hoof

Analyses that incorporate a rule of [y}-insertion normally posit that the vowel [u} in (1)
and (2) is of a different character than the vowel [uj in (4). In Halle & Mohanan (1985). for
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example, the [u} in (1) and (2) are viewed as being derived from underlying back unrounded
vowels, while the [u] in (4) is viewed as being derived from an underlying back rounded
vowel. A more concrete approach like that of Anderson (1986,1988) avoids trying to make
an abstract distinction between two types of [u]. Rather, the data in (1) and (2) would sim-
ply contain an underlying diphthong /lu/ and the words in (4) would have underlying /u;
there would be no [v]-insertion rule. So. for example. on Anderson’s account the differencs in
a pair like feud-food would be that feud has the diphthong /lu/ underlyingly while food has
/u/. In Halle & Mohanan's account neither word contains an underlying diphthong. Rather,
feud has an underlying back unrounded vowel and food has an underlying back rounded vowel.

Although Anderson's (1986.1988) approach avoids having to distinguish two different
tvpes of [u] in American English, it does have at least two disadvantages that are not found
with the v-insertion analysis. First, it fails to account for the limited and predictable distri-
bution of the on-glide /1/ (ie, it occurs in the environment reflected by the rule in (3)-where
[v) represents the same phone as [I]). And second. in order to account for alternations like
continue-continuity and volume-voluminous shown in (2) a rule deleting /]1/ before a stressed
/u/ and after a coronal consonant would be required. No such rule is mentioned by Anderson
(1986,1988). (Although one suspects that in an approach like that of Anderson’s a word like
ruby in (2b) as well as other words like it such as Tuesday and suit would have underlying rep-
resentations without the on-glide /I/ since it fails to occur in any of the surface allomorphs.
Nonetheless a rule would still be needed to account for alternations like continue-continuity.’

In summary. the language-internal evidence for a rule of v-insertion in American English
is inconclusive. A v-insertion analvsis seems to require a more ahstract vowel system (with
underlyving back unrounded vowels) while a more concrete analysis is unable to account for
the limited distribution of [I].2

We now turn to the external evidence that bears on v-insertion.

2Borowsky 1986 offers a verv interesting analvsis of v-insertion that is similar to that of Anderson
(1986,1988) in that she also views data like that in (1) and (2) as having an underlving /In/ sequence.
However, in Borowskv's analvsis, which is framed in a theorv of CV-Phonology, the /I/ is underlyvinglv not
associated to anv X-slot. Only later (in level 2) does it acquire an X-slot which is then svilabified as part
of the onset. One shortcoming of Borowsky’s analvsis is that it violates the principle of I rosodic Licensing
(Ito 1986). This principle ensures that the output of each phonological cvcle is exhaustively svllabified.
Unlicensed segmental material is subject to Stray Erasure at the end of each cvcle. Thus the unlicensed /]
at the end of the first cvcle would be expected to delete.

JAdditional motivation for an abstract vowel analvsis comes from vowel alternations reflected by such
paits as assume-assumption and Lillipui-Lilliputian as discussed by Halle & Mohanan (1985). \Wang &
Derwing (1986) suggest that this particular Vowel Shift alternation (ie, the alternation between [u] and {4])
does not reflect a phonological rule bascd on spoken language alone but a spelling-sound correspondence
rule. However. alternativelv, one mav consider this alternation a reflection of a (lexical) phonological rule
that is reinforced bv the orthographyv, at least among educated speakers.
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Speech Errors

In this section we (re)consider the speech error evidence that bears on y-insertion. It is
shown that contrary to Anderson (1988} the speech error evidence from Shattuck-Hufnagel
(1986) is indeed compatible with the y-insertion analysis and is arguably superior to an
analvsis that posits /Iu/.

Anderson (1988) contends that the speech error data from Shattuck-Hufnagel (1986)
support the position that words like that in (1) have an underlying on-glide /I/ and that
there is no rule of v-insertion. This is because some speech errors seemingly move /lu/
together as a unit while no speech errors seem to involve moving /I/ (or /y/) with the
preceding consonant as a unit. Examples of errors that seem to move /Iu; as a unit which
Anderson cites from Shattuck-Hufnagel (1986:131) are given in (5a) and (5b). Other similar
tvpe errors from Shattuck-Hufnagel are given in (5¢)-(5e):

(5) a. piece (of music) ---> /pyu:s/
b. (new) mown (hay) ---> /myu:n/
c¢. occupied --=> occup/yu/
d. features (use) ---> futures
e. immediate future ---> imm/yu/diate

While Anderson essentially interprets these errors as invelving an anticipation (in 5a. 5d. and
5e) or a perseveration (in 5b and 5¢) of an /lu/ sequence they are alsc quite compatible with
an analysis where [v] is inserted by rule. Under a y-insertion analysis there is an anticipation
or perseveration of the vowel which ends up in an environment where the y-insertion rule is
met. For example, in piece of music an anticipation error occurs: the [u] of the word music
is anticipated and so an [u] surfaces in the nucleus of the intended word piece. As a result
of the anticipation the environment for the y-insertion rule is met, and it applies vielding
[prus]. Consequently, a y-insertion analysis is not incompatible with the speech error data
in (5).

Although these two possible accounts for the speech errors in (5) are basically equivalent,
the v-insertion analysis of errors like those shown in (6) is arguably superior. (The errors in
(6a)-(6c) are errors that Anderson cites from Shattuck Hufnagel (1986:132). The errors in
(6d)-(6f) are additional errors of the same type that are recorded in Shattuck-Hufnagel)

(6) feud ---> /flu:d/
(helicopter) crew ---> /kyu/
(marital) skew =---> /skru:/
cucumbers ---> cruk

fuse blown ---> fluz

future lay ---> flu

Hh o 0 OO0
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Anderson contends that in errors like those in (6), /I/ interacts with an onset consonant.
Given Anderson’s contention that /I/ is more strongly connected to the vowel than to the
preceding consonant such an interaction between an element that is part of the nucleus and
one that is part of the onset might be considered unusual. However, in all liklihood, these
errors do not involve interactions between /I/ and an onset consonant, per se. Rather these
errors are very similar to the ones in (5) in that they involve anticipations and persevera-
tions, as well as a deletior in (6b). (Since Shattuck-Hufnagel did not provide the context
for the error in (6a) it is .nclear whether it should be classified as an anticipation error, a
perseveration error, or an insertion error.) Consider the speech error in (6¢) in which there is
a perseveration error involving the phoneme /r/ from the word marital. When /r/ surfaces
before the vowel in the vord skew, the environment for y-insertion is no longer met (since
there is no coronal befoire the vowel), so no [v] surfaces. Similarly, the errors in (6d)-(6f)
all involve anticipations of a liquid. When /r/ or /l/ appear before the vowel that surfaces
as [u], [v]-insertion is block=d from applying. Anticipat’ and perseveration errors of this
sort are a very common type of speech error in Englis. it under Anderson’s analysis the
errors in (6¢)-(6f) are not viewed as errors of this type.

The speech error in (6b) is revealing. If under Anderson's account the errors in (6) in-
volve an interaction between /I/ and an onset consonant, then it is quite unclear where the
/I/ comes from that interacts with the /r/ in (6b). In all liklihoed, the error in (6b) is an
example of a segment (ie, /r/) deletion possibly under the influence of the /r/ at the end of
the preceding word helicopter. On an analysis that treats the [u] in data like in (1) and (2)
as underlying /lu/, the vowel in a word like crew would have to be considered as underlying
/u, and not /Iu/ since the /u/ of crew never alternates with [Iu].?

Nonetheless, when the speech error of deleting the [r] occurs a |v] appears. There is no
apparent reason why on Anderson’s account (or even Borowsky's account-see footnote 2)
for [u] to be pronounced as {lu] when the [r] of "crew” deletes in the error. On the account
offered here, when the /r/ deletes in the speech error the environment for y-insertion i1s met
(since the vowel n~ longer is preceded by a coronal), and the rule applies yvielding [kyu:].

There are two other speech errors that Anderson (1988) mentions. 1hese are:

(7) a. new (machines do) ---> /mju/
b. single unit ---> /sjunlt/

Anderson sees these as examples of errors leaving /Iu/ intact. Under an analvsis incorpo-
rating v-insertion, the first error could be considered an anticipation error with v-insertion
applyving between the /m/ and the vowel. The second error is classified as a blend by

*The same point is made by Borowsky (1986:294) with the example rude.
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Shattuck-Hufnagel. Here, the entire second word remains intact.

What we have attempted to show in this section is that speech errors like those in (5), (6),
and (7) are not incompatible with a y-insertion analysis. Thus, Anderson’s observation that
no speech errors seem to move [I] (or [v]) with the preceding consonant as a unit does not
constitute evidence against a y-insertion analysis. His observation is only evidence against
the presence of [v] as an underlying part of the onset in [Cyul-sequences.®

Pig Latin

In this section it is argued that only an analysis of American English incorporating a rule
of v-insertion can account for the relevant data from the language game Pig Latin.

In Pig Latin, words are formed by moving the initial consonant(s) of a word to the end
and then adding the vowel [e]. In a transformational rule format the Pig Latin rule can be
written as follows (where X represents a string of () or more phonemes after the first vowel):

(8) #C V X===>1342e
12 3 4

For example, the English words lip and clip would have the Pig Latin forms [Iple| and [Ipkle],
respectively.

Words that phonetically begin with a {Cvu]-sequence are problematic. There are three
common Pig Latin variants for these words. These are shown in (9) and are exemplified with
the word cute.

(9) a. CyuX ===> uXCe eg. cute ---> [utke]
b. CyuX ===> uXCye eg. cute ---> [utkye]
c. CyuX ===> yuXCe eg. cute ---> [yutke]

The variants in (9a) and (9b) are incompatible with a view like that of Anderson in which
/Tu; (or /yu/) is an underlying diphthong. If /1. (or /¥/) is in closer relation to the vowel
‘u’ than to the preceding consonant then it would be completely unexpected for /1/ to move
with the consonant as in vsriant (9b) or for it to delete alltogether as in (9a). (9c) would be

SThere is a single errcr that Shattuck-Hufnagel (1986:132) lists that seems to treat a Cv-sequence together.
The error involves the intended utterance redisiribution being mispronounced as redistri/byei. This error
would be very problematic under Anderson’s account since it involves the splitting up of an underlving
diphthong.
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the only predicted variant.

In an analysis that makes use of a y-insertion rule as in (3), the three variants are easily
accounted for. In variants (9a) and (9b) the Pig Latin rule (8) applies after y-insertion. The
only difference between (9a) and (9b) is whether or not speakers can violate the phonotactic
restriction on Cye-sequences: those that can violate it have variant (9b), and those that
cannot violate it have variant (9a).®

For variant (9c), the ordering of the rules are reversed: the Pig Latin rule occurs before
the rule of y-insertion. In (10) the derivations for the Pig Latin variants in (9b) and (9c) are
provided.

(10) /kut/ /kut/
a, y-insertion kyut b. Pig Latin utke

b. Pig Latin utkye a. y-insetion yutke

Surface Form [utkye] Surface Form [yutke]

The Pig Latin variants thus can be taken as evidence that American English has a rule of
v-insertion.”

In conclusion, the external evidence does not support an analysis of American English in
which there is an underlying diphthong /Iu/. The speech error data are compatible with the
v-insertion analyvsis. and, moreover, Pig Latin variants like those in (9a) and (9b) are only
compatible with an analysis incorporating a rule of v-insertion.

®\Vords in language games can sometimes violate the phonotactic restrictions of the corresponding lan-
guage. See, for example, Kenstowicz & Kisserberth's (1979:167-168) discussion of the language game in the
African language Sanga.

" Alternatively, for the variant [vutke], the rule ordering could still be v-insertion rule followed by the Pig
Latin rule. if the Pig Latin rule for these speakers is modified so as to move onlv [+consonantal] sounds to
the end of the word.
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Abstract

Previous research has shown that English vowel length varies depending on the voic-
ing characteristic of the following consonant. For stop consonants, closure durations
also varyv as a function of consonantal voicing. Generally, vowel-stop sequences con-
taining voiced consonants show longer vowel durations and shorter closure durations
than similar sequences containing voiceless consonants. These previous studies have
focussed on stressed vowels in monosvllabic or bisyllabic words. Very little research has
examined the effects of postvocalic voicing on stressless vowels. In the present study, we
examined the influence of postvocalic voicing on vowel and closure durations in VCV
and VCV sequences. Subjects produced sentence pairs containing tnrget words con-
trasting in intervocalic consonantal voicing (e.g., adopt-atop, tabbing-tapping). Both
stressed and stressless vowels tended to lengthen before voiced consonants. However,
the vowel-lengthening effect was not as consistent for stressless vowels as for stressed
vowels. Closure durations foilowing stressed vowels were longer for voiceless stops
than for voiced stops. However, voicing effects on closure duration were inconsistent
after stressless vowels. The results have implications concerning perceptual cues for
intervocalic voicing, the syllabification of intervocalic consonants, and the nature of
svllable-internal structure.
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Vowel Length and Closure Duration in Word-Medial VC
Sequences

Introduction

Many previous studies have shown that the length of English vowels will vary depending
on whether the followin~ ~)nsonant is voiced or voiceless. One of the earliest instrumental
studies demonstrating this effects was that of Lehmai.n & Heffner (1943) who showed for
English, “... that before a voiced stop one may expect a somewhat longer vowel duration
than before the homorganic voiceless stop. This is true for every vowel, and our evidence
on this point is unequivocal” [p. 43]. More recent research on English vowel durations have
confirmed Lehmann & Heffner's original findings (House & Fairbanks, 1953; Peterson &
Lehiste, 1960; Sharf, 1962; Chen. 1970; Luce & Charles-Luce, 1985, Summers, 1987).

Studies examining English consonant closure duration have shown that the closure period
of an intervocalic voiced consonant is shorter than that of an intervocalic voiceless conso-
nant (Lisker. 1957,1972,1978; Sharf. 1962; Weismer & Stathopoulos, 1983). Based on these
studies of vowel duration and stop closure duration in English. it seems apparent (as Chen.
1970 has concluded) that there is temporal compensation (a negative correlation) between
a vowel and a following consonant: A vowel is longer before a following (shorter) voiced
consonant and is shorter before a following (longer) voiceless consonant.

Most of the above-cited studies have focused on the relationship between a stressed vowel
and the following consonant in English. Previous work has generally examined stressed vow-
els in monosyllabic words (Peterson & Lehiste, 1960; Raphael, 1972) or stressed vowels in
bisyllabic words (House & Fairbanks. 1953; Lisker. 1957, 1972, 1978; Sharf, 1962). In the
literature discussing the effect of voicing on the duration of a preceding vowel, very little
attention has been paid to stressless vowels. Do stressless vowels lengthen before (word-
internal) voiced consonants just as stressed vowels do? Are closure durations following
stressless vowels longer for voiceless stops than for voiced stops just as they are following
stressed vowels? As far as we are aware the first question has not been addressed in the pub-
lished literature for English. As for the second question, Lisker (1957,1972) states that the
closure duration difference between a voiced and voiceless stop only occurs after a stressed
vowel. However, no actual data 1s presented showing this. Stathopoulos & Weismer (1983)
state that intervocalic voiceless closures are always longer than intervocalic voiced closures
regardless of whether the preceding vowel is stressed or stressless. However, judging from
their data, the difference in duration after a stressless vowel 1s probably not statistically
significant since the voiceless closure i1s only four to six milliseconds longer than the corre-
sponding voiced closure.! They do not give anv statistical tests.



The present research examines whether or not the negative correlation between the du-
ration of a vowel and the duration of the following consonantal closure holds for unstressed
vowels. We examine unstre~sed vowels by focusing on.polysyllabic words since in mono-
svllabic (content) words, vowels are always considered stressed. Specifically, we consider
whether the unstressed vowel in a word-internal V'CV sequence lengthens before a voiced
consonant and whether the closure duration of the intervocalic consonant in such sequences
is longer for voiceless consonants than for voiced ones (as is the case after a stressed vowel).
We also examine whether voicing effects are similar on stressless vowels that are reduced to
schwa (a) and on stressless vowels that are not reduced. The effects of postvocalic voicing
on vocalic and consonantal durations for these twe types of word-internal VeV sequences
are compared to voicing effects within the more frequently examined word-internal Qv
sequences.

Method

Subjects. Three male native English speakers (KJ, CM, and MC) participated as subjects.
Each speaker was a member of the laborutory staff whe participated voluntarily. Speakers
were naive to the purpose of the study and did not report any hearing or speech problem
the time of testing.

Stimulus Materials. Stimulus materials consisted of the 9 sentence pairs (18 sentences)
listed in Appendix A. Each sentence was composed of a sentence frame and a word containing
a target vowel-consonant-vowel (VCV) sequence. Sentence frames were phonetically similar
for a given sentence pair. Target words in sentences from a given sentence pair differed only
in terms of the voicing feature of an intervocalic consonant (e.g., degrees/decrees).? Three
tvpes of target V'C'\' sequences were represented in the nine sentence pairs. Three sentence
pairs contained VCV target sequences with a stressed vowel preceding the intervocalic con-
sonant, three sentence pairs contained VCV sequences with an unstressed unreduced vowel
preceding the consonant, and three pairs contained aCV sequences with an unstressed 2 vowel
preceding the consonant. The three sentence pairs representing a given VCV structure dif-
fered in terms of place of articulation of the intervocalic stop. One sentence pair contained
labial stops (e.g., tabbing/tapping), one pair contained alveolar stops (e.g., sided/sighted),
and one pair contained velar stops (e.g., sagging/sacking).

Procedure. Subjects were run individually in a single-walled sound-attenuated booth
(IAC Model 401A). Subjects were seated comfortably in front of a CRT display and fitted
with a headset containing an Electrovoice condenser microphone (Model C090). The micro-
phone was attached to the headset with an adjustable boom. Once adjusted, the microphone
remained at a fixed distance of 4 inches from the speaker’s lips throughout the experiment.
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The experiment consisted of 10-12 blacks of trials with 12 trials per block.® Each trial of
the experiment consisted of three parts. In the first part, both sentences of a given sentence
pair were shown on the CRT display. When the subject was familiar with the sentences,
he made a button response to proceed to the second part of the trial. Here. one of the
two sentences just shown was redisplaved. The subject produced the sentence aloud and
made another button response to proceed tc the third portion of the trial. Here. the other
member of the sentence pair was displaved. The subject produced this sentence and made a
button response to complete the trial. In each block of trials. the 12 pairs of sentences were
presented in a randomized order.

A modified version of the Speech Research Laboratorv’s Speech Acquisition Program
(Dedina. 1987) was used to digitize subjects productions during the experimental sessions.
The utterances were low-pass filtered at 4.8 kHz and then sampled by a VAX 11/750 com-
puter at a rate of 10 kHz using a 16-bit A/D converter.

V'owel. closure. and aspiration duration for the initial vowel and following intervocalic con-
sonant of each target utterance were determined by visual inspection of a ¢ nputer-graphics
display of the utterance waveform and by simultaneously listening to tentatively marked seg-
ments. Following identification of segment boundaries. the duration of each marked segment
was stored for further analvsis.

Results ard Discussion

In general. we found that word-internal vowels lengthen before voiced stops regardless
whether the vowel 15 stressed or stressless However. the difference was not alwayvs statis-
ticallv significant for stressless vowels. Furthermore. while closure duration after stressed
vowels was always longer for voiceless stops than voiced ones, it varied considerably after
stressless vowels. The results for the three V'C'\" sequences (\ CV. oCV. and VOV ) are pre-
sented in the following sections.

VCV Sequences

Results concerning the duration of a stressed vowel and following closure in a VCV se-
quence are presented in Table 1. Mean vowel durations were greater before ‘b, and g
than before their voiceless counterparts. The differences in mean vowel duration ranged
from 12 ms to 23 ms and were statistically significant at these two places of articulation
for each speaker. Closure durations were shorter for ‘bs and ;g than for their voiceless
counterparts , p. and /k, . respectively. Differences in r ean closure duration ranged from
10 ms to 23 ms. These differences were also significant at each of these two places of artic-
ulation for each speaker. Subjects varied on whether they lengthened the vowel before ;d..
Two subjects had significantly longer vowels before ‘d; than before ,t,. The third subject
did not demonstrate significant lengthening. This pattern may reflect a difference among
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Table 1. Vowel, closure, and aspiration durations for VC sequences.

voiced voiceless
consonant consonant voiced mean -
vowel duration (ms)  spkr mean S.D. mean S.D. voiceless mean
KJ 110 .7 98 9.9 12**
labial MC 124 125 109 5.0 15*
CM 151 9.2 134 7.9 17**
KJ 139 25.0 130 216 9
alveolar MC 169 158 126 11.1 43**
CM 174 120 144 8.7 30**
KlJ 132 118 113 9.5 19~*
velar MC 167 20.1 144 11.8 23+
CM 164 7.8 141 54 23**
closure duration (ms)
KJ 50 147 60 5.9 -10*
labiai MC 50 11.2 73 59 -23%*
CM 53 6.3 T4 4.4 -21%*
KJ 31 13.3 27 19.0 4
alveolar MC 34 4.4 36 4.7 -2
CM 40 7.1 37 6.5 3
KJ K| 16.9 44 12.2 -13**
velar MC 40 10.8 60 18.9 -20%*
CM 44 5.7 66 8.4 -22**
aspiration duration (ms)
KJ 1 1.6 34 6.8 -33**
labial MC () 0.0 15 1.8 -154
CM 5 3.7 20) 47 -15**
Kl 0 0.6 2 5T -2
alveolar MC R 6.6 18 7.3 -10=*
CM & 54 14 94 6
KJ 0 0.0 48  19.4 T
velar MC 1 3.6 23 24.3 .22
CM 21 6.4 41 8.4 S20**
*p -~ .05
a4 Dol 01

274



American English speakers as to whether they implement vowel lengthening based on the
underlying phoneme (/t/ or /d/) or based on the voiced flap allophone of the alv eolar stop
consonants. The former strategy would be expected to produced vowel duration differences.
the latter would not.® Closure duration for intervocalic post-stress /t; and /d/ varied little,
most likely because these phonemes are neutralized in this position. |

These results are in agreement with previous studies. Sharf (1962) and Lisker (1978)
have found a negative correlation between the length of a stressed vowel and the closure
duiation of a following stop consonant in a word-internal VCV sequence. Stressed vowels
were longer before a (shorter) voiced closure than before a (longer) voiceless closure.® Lisker
(1978) examined intervocalic labials 1n VCV sequences. He found that stressed vowels were
longer before /b/ than /p/ while closure durations were longer for /p/ than /b/. Sharf
(1962) examined intervocalic labials. alveolars, and velars after stressed vowels. He found
that stressed vowels were longer betore /b/ and /g/ than before their voiceless counterparts
by about 33 ms. He also found that the closure durations for /b/ and /g/ were on the average
about 25 ms shorter than for their voiceless counterparts. The alveolar consonants, on the
other hand. did not show this relationship. \While. on the average. the vowel before /d, was
slightly longer than before /t/ (about 9 ms), the closure duration for 'd/ was slightly lor.ger
than for /t/ (about 4 ms). The similar closure durations reported for intervocalic alveolar
stops in VeV sequences is actually not surprising since /t/ and /d. are both pronounced as
a voiced flap when in intervocalic position after a stressed vow el

\We also examined the duratior of aspiration after the release of the stop closure. For all
our subjects, aspiration durations for bilabial .nd velar stops following voiceless closure were
significantly longer than aspiration durations .ollowing voiced closure. For alveolar stops.
aspiration durations also tended to be longer for voiceless consonants than voiced consonants
although these differences in aspiration duration were not always statistically significant.

In summary. our findings on vowel length and closure duration in word-internal VOV
sequences essentially replicate those of Sharf (1962) and Lisker (1978). There is a negative
correlation that holds between the duration of a stressed vowel and the length of the closure
of a following labial or velar consonant in a V'CV sequence. The present data and results re-
ported by Sharf (1962) suggest that this pattern does not hold for intervocalic alveolar stops.
These are generally produced as voiced flaps regardless of their underlying voicing feature so
that differences in closure and aspiration duration are reduced or eliminated. Voicing effects
on closure and aspiration duration for alveolar stops were generally small and nonsignificant
in the present data.

aCV Sequences
In most instances. our three subjects produced the reduced vowel schwa (3) with a longer

duration before a voiced consonant than before its voiceless counterpart (see Table 2). These
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Table 2. Vowel, closure, and aspiration durations for 3C sequences.

voiced voiceless
consonant consonant  voiced mean -
vowel duration (ms) spkr mean S.D. inean S.D. voiceless mean
KJ 36 59 37 6.3 -1
labial MC 0 8.4 72 5.0 5
CM 45 5.6 38 3.3 T
KJ 32 8.9 26 6.1 6
alveolar MC 74 14.1 73 148 1
CM 29 129 33 12.9 -4
KJ 29 5.3 21 5.5 g+
velar MC 55 13.9 49 5.1 6
CM 42 5.3 34 4.4 g**
closure duration (ms)
: KJ 67 6.6 67 54 0
labial MC 89 5.6 6 3.5 13**
CM 101 9.8 101 7.6 0
KJ 63 6.0 67 4.3 0 bl
alveolar MC 83 148 54 8.1 29**
CM 95 5.0 82 74 13*
KJ 16 6.0 55 5.2 -9
velar MC 68 145 59 8.2 9
CM 56 8.6 63 7.5 ST
aspiration duration (ms)
KJ 1R 6.5 419 6.2 31
labial MC 0 (1.0 ' 7.4 ST
CM 16 7.0 - -51=*
KJ 25 4.6 -32
alveolar MC 17 4.1 86 .. -72
CM 16 1.9 ! 12.2 -55
KJ 40) 12.0 78 6.7 -38**
velar MC 32 5.3 105 104 ST3*
CM 47 13.9 95 6.7 ~IR**
* P < N5
*¥ D < A1
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durational differences were generally quite small and there were exceptions to this general
pattern. KJ's productions of abase and apace and CM’s productions of adopt and atop showed
slightly longer durations for vowels preceding voiceless consonants than voiced consonants.
In all other cases, schwa vowels preceding voiced consonants had longer durations than those
preceding voiceless consonants.

All cases in which vowel duration differences were statistically significant were in the
direction of longer vowel durations for vowels preceding voiced consonunts. Specifically. for
two of the three subjects, the difference in vowel duration was statistically significant for
the pair decree/degree with the vowel being longer in degree than decree. For the labial pair
apace/abase, for one subject, the initial vowel was significantly longer in abase than apace.
In general, schwa vowels tended to demonstrate longer durations before voiced consonants
than before voiceless ones.

Consonantal voicing did not have a consistent influence on closure durations following
schwa vowels. One of our subjects (MC) consistently produced longer closure durations for
voiced stops after schwa. Another subject (KJ) tended to produce longer voiceless closures
after schwa. The third subject (CM) did not show a consistent pattern. His closure durations
for the /b/ and /p/ in the labia! pair abase/apace were about equal. But he displayed longer
voiced closures for the alveolar pair, adopt/atop, and longer voiceless closures for the velar
pair, degree/decree. Thus, it appears that the length of the voiced or voiceless closure dura-
tion after a schwa is quite variable across speakers, unlike voiced/voiceless closure durations
after a stressed vowel. Consequently, our findings do not support Stathopoulos & Weismer
view that closure durations after stressless vowels are consistently longer for voiceless stops
than for voiced stops.

While we found no consistent pattern across subjects in consonant closure durations after
schwa, aspiration durations for stop consonants after schwa were quite consistent. All sub-
jects produced voiceless stops with longer aspirations than voiced stops. Moreover, aspiration
durations after schwa were almost always significantly longer than aspiration durations after
stressed vowels. If aspiration duration is computed as part of the intervocalic conscnant,
durations of voiceless consonants are always significantly longer than durations of voiced
consonants following schwa. This finding suggests that the duration of voiceless consonants
in English are always longer than their voiced counterparts regardless whether the preceding
vowel is stressed or reduced as long as aspiration is considered as part of the consonant.

vCcVv Sequences

In this section we report our findings concerning the relationship between an unstressed.
unreduced vowel and ar. immediately following intervocalic stop. The relationship between
an unstressed, unreduced vowel and a following stop was quite similar to what we reported
in the previous section concerning the relationship between schwa and a following stop con-
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Table 3. Vowel, closure, and aspiration durations for unstressed, unreduced VC

sequences.
voiced voiceless
consonant consonant voiced mean -
vowel duration (ms)  spkr mean S.D. mean S.D. voiceless mean
KJ 70 7.0 74 52 -4
labial MC 86 14.1 67 8.2 10>

CM 69 106 69 8.3 0
. KJ 68 10.8 65 102 3
alveolar MC 75 10.0 68 7.7 7
CM 88 6.4 80 8.3 8

KJ 58 10.2 55 9.3
velar MC 76 156 66 10.2 10
CM 77 6.7 70 5.8 ™

ciosure duration (ms)

KJ 55 6.0 62 4.3 Nk
labial NMC 109 11.2 83 6.3 26**
CM 102 108 95 8.7 T
KJ 62 6.0 62 4.3 ST
alveolar MC 99 11.8 8 10.5 19**
CM 86 14.3 74 12.7 12>+
KJ 61) 7.3 58 10.6 2
velar MC 74 9.2 65 11.8 9
CM 50 6.4 52 9.3 -2
aspiration duration (ms)
KJ 3 5.3 41 12.8 -38**
labial MC 14 4.0 91 12.5 Nl
CM 15 8.5 67 T -52**
KJ 21 4.9 54 8.5 234+
alveolar MC 20 3.2 86 7.6 -66**
CM 20 6.6 83 8.5 -63**
KJ 36 8.4 72 12.4 -36**
velar MC 32 10,5 109 9.2 N
CM 44 7.1 97 1.8 ~33**
*p < .05
xx p < .01

“ ey
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sonant. In general, unreduced unstressed vowels tended to be slightly longer before voiced
stops than before voiceless stops (see Table 3). These differences were not always significant.
There was only one case where the opposite tendency was apparent. For the pair antibet-
ting/antipetting, one of the subjects produced a longer vowel before the voiceless consonant.
The difference in duration was not significant in this case.

Closure durations for intervocalic stops after stressless unreduced vowels were quite sim-
ilar to those after schwa. The subject (MC) who J.ad ionger voiced closures after schwa also
had longer voiced closures after unstressed, unrecuced vowels. The subject (KJ) who tended
to show longer voiceless closures after schwa also demonstrated longer voiceless closures after
unstressed, unreduced vowels. The third subject (CM) who had longer voiced closures for
alveolars, longer voiceless closures for velars. and about equal closure durations for che bil-
abial pair, had nearly the exact same pattern for closures after unstressed, unreduced vowels.
Moreover, the aspiration duration of the stop consonants following an unstressed. unreduced
vowel was quite similar to the aspiration data following schwa.

And, if aspiration is computed as part of the intervocalic consc ant, the voiceless stops
were alviars pronounced with greater duration than their voiced counterparts. Consequently,

in our findings, there are virtually no differences between oC\ sequences and other VCV
sequences in terms of vowel durations, stop closure durations. and aspiration durations.

General Discussion

In this section we discuss the implications of our findings for three issues: the perceptual
cues for voicing of intervocalic stop consonants, the syllabification of intervocalic consonants,
and the nature of syllable-internal structure.

Voicing Cues in Intervocalic Stop Consonants

Two of the most important cues indicating voicing of a stop consonant that have been
discussed in the literature are duration of the vowel immediately preceding the stop and the
duration of the stop closure itself. The general finding is that a longer vowel duration 1s a
cue that the following consonant is voiced while a longer closure duration for an intervocalic
stop is a cue for voicelessness.”

Most of the work on cues for postvocalic consonantal voicing has focused conso-
nr *s immediately following ¢ stressed vowel. This is seen in the work of Raphael (1972)
wii examined monosvllables and Lisker (1957) who looked at intervocalic consonants which
immediately followed stressed vowels. Raphael (1972) found that with synthesized mono-
svllables, subjects perceived word-final consonants as voiceless when preceded by vowels »f
short duration and as voiced when preceded by vowels of long duration.® In a tape-splicing
experiment. Lisker (1957) found that subjects perceived the intervocalic /p/ of rupee as a
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/b/ when closure duration was reduced. Similarly, in another tape-splici1g experiment in
which the intervocalic /b/ in the word ruby was replaced by silence, subje ts perceived the
silence as /p/ when it was of relatively long duration and as /p/ when it was of shorter
duration. Our findings are compatible with Raphael (1972) and Lisker (1957): our subjects
consistently pronounced stressed vowels with longer durations before voiced stops than be-
fore voiceless stops. In addition, following stressed vowels, closure durations for voiceless
consonants were longer than closure durations for voiced consonants.

However, our findings suggest that neither vowel duration nor closure duration are reli-
able perceptual cues for consonantal voicing when the preceding vowel is stressless. While
our subjects tended to make stressless vowels slightly longer hefore voiced consonants than
before the homorganic voiceless ones, the difference was not always statistically significant
and in a couple of instances the vowel was actually longer before the voiceless consonant.
Length of a stressless vowel. then. does not appear to be a consistently reliable cue to the
voicing feature of a following stop consonant.

As for closure durations after stressless vowels, there was no consistent pattern across
subjects. One subject had longer closure durations for voiced consonants after stressless
vowels while another subject had longer closure durations for voiceless consonants. Our
third subject tended to have longer closure durations for voiced bilabial and voiced alveolar
stops but shorter closure durations for the veiced velar stop. These differences strongly
suggest that closure durations after a stressless vowel are not a reliable cue for consonantal
voicing. This finding argues against the proposal of Kluender et.al. (1988) who suggest that
the closure duration difference between a voiceless and voiced stop is the main perceptual cue
for intervocalic voicing. According to Kluender et al., the longer vowel duration difference
that often occurs before a voiced stop provides an auditory enhancement of the closure
duration cue. In their words:

A longer preceding vowel makes a short closure interval appear even shorter,
whereas a shorter vowel makes a long closure interval seem ev.a longer. In other
words, the contrastive effect of vowel duration augments the distinctivenevs of
the closure-duration cue. (p. 157)

In the present study, since closure durations following stressless vowels were not consistently
longer for voicelss stops than voiced stops, closure duration could not be the main perceptual
cue for intervocalic voicing. Therefore, the tendency for even stressless vowels to lengthen
before voiced consonants could not be explained as auditory enhancement. If anything, our
findings suggest that vowel length is a more reliable cue for intervocalic voicing than closure
duration.® However, vowel duration was not an entirely reliable cue either. '

What does seem to be a consistently reliable cue for the voicing characteristic of an in-
tervocalic consonant is duration of the entire consonant. In our data, when aspiration was
calculated as part of the voiceless consonant, the voiceless consonants had longer total dura-
tion (closure plus aspiration) than their voiced counterparts. This was true both when the
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voiceless consonant followed a stressless vowel and when it followed a stressed vowel. Total
consonant duration thus seems to be a reliable perceptual cue for the voicing characteristic
of an intervocalic stop. Stop closure duration and preconsonantal vowel duration were only
consistently reliable cues for stop voicing in word-medial vowel-consonant sequences if the
vowel was stressed. '

Intervocalic Syllabification

In English, it is sometimes hard to determine what syllable an intervocalic consonant be-
longs to. It can be either a syllable-final consonant tautosyllablic with the preceding vowel
or it can be a syllable-initial consonant tavtosyllbic with the following vowel. Sometimes
this can be determined based on the phonetics of the consonant. For example, the phoneme
/1! is normally pronounced as velarized (or “dark”) when in syllable-final position ar' as
“light” when in syllable-initial position. Also, and more relevant to our discussion, voiceless
stops tend to be pronounced with strong aspiration when in syllable-initial position but not
so otherwise. Given that strong aspirativn of a stop correlates with syllable-initial position
our data manifest a clear pattern concerning when an intervocalic stop should be consid-
ered syllable-initial or syllable-final. Voiceless stops are much more aspirated following a
stressless vowel than following a stressed vowel. This supports the view that the intervocalic
stop in such words as apace/abase, atop/adopt, and decree/degree is tautosyllabic with the
following vowel. We suggest that this applies to voiced stops as well. even though they are
only lightly aspirated: In the present data, the duration of aspiration of a voiced stop was
consi-tently longer following a stressless vowel than a stressed vowel !°

On the other kand, cur findings suggest that ihe intervocalic stops after a stressed vowel
in such pairs as tapping/tabbing, sighted/sided, and sacking/sagging is tautosyllabic with
the preceding stressed vowel because of their shorter aspiration durations. In other words,
intervocalic stops after stressless vowels have aspiration characteristics of word-initial stops
while the intervocalic stops after stressed vowels have the aspiration characteristics of word-
final stops (which generally have shorter aspiration durations than word-initial stops). Thus,
intervocalic stops after stressless vowels should be considered syllable-initial while interve-
calic stops after stressed vowels should be considered syllable-final.

Syllable-Internal Structure

In the present data, English stressed vowels are longer before (shorter) voiced stops than
before their (longer) voiceless counterparts. Stressless vowels also tended to be longer before
voiced stops than before voiceless ones, although these differences are not always statistically
significant. Researchers such as Selkirk (1982) and Walsh & Parker (1982) have taken the
existence of the temporal relationship between the vowel and following consonant as evidence
that the vowel and following consonant form a single unit or constituent, namely the rhyme
constituent of the syllable. Selkirk (1982, p.353) states:
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Evidence such as that provided by Chen (1970), who claims that there is a con-
stancy (aproximate) in the length of vowel plus stop combinations, could be taken
as supporting the existence of the thyme. According to Chen, a lengthening of
the vowel (as before voiced stops) coincides with the shortening of the consonant.

That is, one could say that within a constituent like the rhyme the duration of
one element is adjusted in function of another.

Maddieson (1985), though, suggests that the lengthening of a vowel before a voiced stop
is more akin to coarticulation phenomena, like anticipatory rounding, which ignores syllable
and word boundaries. By this view. vowel lengthening before a voiced stop would not con-
stitute evidcnce for syllable-internal structure. contrary to --hat Sellﬁtk states.

Does the longer vowel duration before voiced consonants provide evidence for syllable-
internal structure? For the view of Selkirk (1982) to be correct. it must be the case that
vowel duration is lorger before a voiced consonant than a voiceless consonant when both
are in the same syllable (in a VC$ sequence, where $ represents a syllable boundary) but
not when the vowel and consonant are in separate syllables (in a VV8C sequence). The rea-
soning is as follows. If the occurrence of vowel lengthening is evidence for the constituency
of a syllable-internal VC sequence. then vowel lengthening would be predicted not te eccur
over a svllable boundary since such lengthening would require that a \'8C sequence forms a
svllable-internal unit. On the other hand. if Maddieson's view is correct, it would be expected
that the presence of a syllable boundary in a V3C sequence would have no influence on the
length adjustment of the vowel due to the voicing characteristics of the following consonant.
Maddieson describes the timing relationship be‘ween a vowel and a following consonant as a
coarticulatory phencmenon. As such, it should not be sensitive to the presence of a syllable
boundary. A vowel before a voiced stop would be lengthened whether they are tautosyllabic
or heterosyvllabic.

Both Selkirk and Maddieson correctly predict that the vowel lengthens before a voiced
stop when the vowel and stop constitute a word-final VC-sequence (as, for example, in mono-
svllabic words). As already mentioned, Sekirk and Maddieson make different predictions on
what would happen in a polysyllabic word when the intervocalic stop is a member of one
svllable and the immediately preceding vowel is a member of the prior syllable. Selkirk
predicts that there should be no vowel lengthening before a voiced stop since in such a case
the stop would not be in the same syllable as the preceding vowel. Maddieson predicts that
lengthening of the vowel would occur. According to Maddieson, the presence of the interven-
ing syllable boundary should have no influence on a coarticulatory phenomenon like vowel
lengthening before a voiced consonant.

At first glance, it would appear that Selkirk’s contention cannot be correct because in
the V'CV sequences of such word pairs as tapping/tabbing and sacking/sagging the stressed
vowel is significantly longer before the intervocalic voiced consonant than before the voiceless
counterpart. However, this would oniv be evidence against Selkirk’s position if the syllabifi-
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cation of such sequences is VSCV. Selkirk (1982), though, posits a (re)syllabification rule for
English that syllabifies an intervocalic consonant before a stre_sless vowel with the syllable of
the preceding vowel. That is, according to Selkirk, the sequence VCV would be syllabified as
VC$V and not as VSCV. Thus, the intervocalic stop in the pairs tapping/tabbing and sack-

ing/sagging would be part of the first syilable. Given her syliabification rule, she correctly
predicts that the vowel is lengthened when immediately before an intervecalic voiced stop
in a VCV sequence. Maddieson contends that vowels in general lengthen before a voiced
stop regardless of svllabification. Therefore, he would concur with Selkirk’s prediction in
this instance.

The situation where Selkirk (1982) and Maddieson (1985) clearly make different predic-
tions is when the vowel immediately following the intervocalic stop is stressed (i.e., in a
VCV sequence). In Selkirk's theory of (English) syllabification, an intervocalic consonant
preceding a stressed vowel forms a syllable with that vowel. Accordingly, a V CV sequence
would be syllabified as V8CV. Since in a VSCV sequence the stressless vowel and following
consonant are heterosyllabic, Selkirk predicts that the stressless vowel wouid not lengthen
before a voiced stop. On the other hand, Maddieson predicts that the stressless vowel would
lengthen before a voiced stop. According to Maddieson, the syllable boundary plays no role
in this relationship.

The data from our experiment tend to support Maddieson's view, but not conclusively.
As we noted earlier, stressless vowels before intervocalilc stops tended to be longer before
voiced stops than before the corresponding voiceless ones. The differences were not always
statistically significant but the direction of the effect was fairly consistent. Since Selkirk
would predict that there should not be any vowel lengthening before a voiced stop ina \'SCV’
sequence, our findings do not support her view that the relationship between a vowel and the
immediately following stop consonant provides evidence for syvllable-internal constituency.
Vowels tended to lengthen before a voiced stop regardiess of whether they were in the same
or different syllables. Thus, it appears that the relationship between vowel duration and the
-voicing feature of a following stop consonant does not provide conclusive evidence on the
issue of English svllable-internal structure.!!

Summary

In this paper we have examined the durationa! relationship between a vowel anc a follow-
ing stop in English VCV sequences. We found that the vowel durations were longer before
intervocalic voiced stops than before their voiceless counterparts. Tius difference in vowel
length was significant for stressed vowels, but was only a general tendency for stressless
vowels. We also examined the intervocalic stop closure durations and aspiration durations.
Closures were longer for voiceless stops when the preceding vowel was stressed. This pattern
was not found when the preceding vowel was stressless. There seems to be individual varia-
tion as to whether or not voiceless closures are longer after stressless vowels. Thus a negative
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correlation between vowel length and stop closure duration is only found when the vowel is
stressed. i‘t'egardless of stress, overall stop duration (closure plus aspiration) was consistently
longer for voiceless stops than for voiced ones. These findings have implications for the issues
of perceptual cues for intervocalic voicing, syllabification of intervocalic consonants, and the

nature of syllable-internal structure.
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Endnotes

ICrystal & House (1988) report durational data for unstressed vowels preceding voiced
and voiceless consonants and for closure duration of these consonants. They did not find a
negative correlation between vowel length and consonant closure duration. However, their
data on stressless vowels involve, for the most part, V#CV sequences or VC#\V sequences
(where # is a word boundary). Virtually none of their data reflect word-internal V'CV
sequences.

20ne of the pairs used was atop/adopt. Although adopt has an extra word-final con-
sonant, this consonant /t/ was deleted in the sentence frame since it preceded the word
the. Word-final post-consonantal /t/ almost alway: deletes in American English when the
following word begins with a consonant. See, for example, Guy (1980).

3Subject MC participated in 10 blocks of trials while subjects KJ and CM participated
in 12 blocks.

iNo statistical test was conducted due to zero variance in one cell.

5Gee Fox & Terbeek (1977) for a specific study on English vowel duration before voiced
flaps.

8Crystal & House (1988) do not report that closure durations were shorter for voiced
consonants than for voiceless ones in VCV sequences. However, they repcrt very little data
on word-internal VVCV sequences. In addition, the words they do have with these sequences
were not all located in similar positions in the text sentences. For these reasons, we believe
that their findings on closure durations in word-internal \'CV' sequences are not entirely
conclusive.

"Vowel length is normally cited as a voicing cue for consonants in general. not just stop-
consonants.

®Raphael does not address the issue of whether the vowel length cue for voicing is a
universal. However, Keating (1985) reports that the phenomenon of vowel .engthening before
voiced consonants does not occur in some Slavic languages. Thus, vowel duration may not
be a cue for voicing in these languages.

9Luce and Charles-Luce (1985) report vowel and closure durations for monosyllabic
CV'C's which also suggest that vowel duration may be more reliable than closure duration
as a cue to postvocalic voicing.

1The only exception to this pattern involved MC's productions of abase and tabbing
which were consistently unaspirated.

This seems to be true for other languages as well. See the general discussion in Davic
(1985) and in Maddieson (1985). Kim (1975) presents a detailed study of vowel lengthening
before stop consonants in Korean and concludes that the syllable boundary plays no role in
the relationship.
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Appendix: Stimulus sentence pairs.

V'CV sequences

They're tabbing him for the interview.
They're tapping him for the interview.

The sagging of the economy ended their hopes.
The sacking of the quarterback ended their hopes.

He often sided with their enemy.
He often sighted with their telescope.

aC'\" sequences

He will not abase the leaders.
He’s still not apace the leaders.

He saw the group adopt the platform.
He saw the group atop the platform.

Various decrees were given out by the king.
Various degrees were given out by the dean.

VC\ sequences

The anti-petting laws are unpopular.

The anti-betting laws are unpopular.

The anti-teen faction ran the high school.
The anti-dean faction ran the college.

The anti-crane lobby wanted the birds to die.
The anti-grain lobby wanted the wheat to rot.
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Abstract

Previous studies have shown that changes in a talker’s voice from stimulus to stim-
ulus affect the perception and recall of spoken words (see Creelman, 1957; Mullennix et
al., in press; Martin et al., in press). In the present study, the effects of talker variabil-
ity were i:westigated in further detail. Performance in an AX same-different task was
compared across three tatker conditions: single talker, multiple talker, and multiple
nuxed talker. In additicn, the effects of talker variability over time were exainined
by observing performance at different ISI delays. The results showed that response
latericies were slower as a function of trial-to-trial and word-to-word talker variability.
However, the effects of talker variability did not change over time. The results suggest
that information about a talker’s voice is maintained in memorv and appears tc be
involved in the processes associated with developing phonetic representations of the
spoken input.
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Detailing the Nature of Talker Normalization
in Speech Perception

The results from a recent study suggest that the mechanism or set of mechanisms that
adjust for differences ir a talker’s voice in speech perception have a processing “cost” asso-
ciated with them (Mullennix, Pisoni, & Martin, in press). This processing “cost” has been
documented in terms of eflects on spoken word recognition (Mullennix et al., in press) and
effects on memory for spoken words (Martin, Mullennix, Pisoni, & Summers, in press). In
these studies, the perceptual consequences of talker normalization have been examined in
various tasks by manipulating tihe amount of talker variability in the stimulus input. For
example, Mullennix et al. (in press exammed word recognition performarnce under conditions
where words were produced by a single talker or by different talkers. Their results showed
that word recognition performance was worse when the voice of the talker varied from trial
to trial, indicating that the operation of talker normalization processes has detrimental ef-
fects on the perceptual processes involved in speech perception and spoken word recognition.

Talker variability also affects the processes involved in the encoding and/or rehearsal of
spoke words and their transfer into long-term memory (Goldinger, Logan, & Pisoni, 1988;
Martin et al., in press). Under certain conditions, recall for early-list items is worse when the
viords within the lists are produced by different valkers compared to words in lists produced
by a single talker. Thus, there appears to be less time or capacity available for rehearsal
processes when the words in the list are produced by a variety of talkers. Taken together,
these studies suggest that talker normalization involves a resource-demanding mechanism
that, due to its operation, directly or indirectly affects the processes involved in recognition
and recall of spoken words.

These results constitute an important first step towards characteiizing the nature of per-
ceptual normalization processes in speech perception and their relationship to other cognitive
processes. However a number of important. issues concerning the nature of normalization
in speech perception remain to be investigated. One hypothesis that could be entertained
concerning perceptual adjustments to the talker is that attributes of a talker’s voice are
maintained in memory and compared to thLe incoming perceptual correlates of new items. If
the perceptual information matches the information already in memory, then a perceptual
adjustment to the voice of the talker may not be necessary. However, if voice information
doesn’t match, then some perceptual adjustment may be mandatosy. This description of the
normalization process assumes that information about a talker’s voice is held in memory for
a period of time to permit comparison with incoming perceptual information.

There is some evidence from previous research that is consistent with the idea that in-
formation about a talker’s voice is maintained in memory for a short period of time. Cole,
Coltheart, and Allard (1974) and Allard and Henderson (1976) found that in a same-different
matching task response latencies for “same” responses to consonant-vowel syllables and iso-
lated vowels were slower whan the stimuli in each trial differed in the voice of the talker.
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In addition, these effects persisted up to periods oi 8 seconds. Cole et al. interpreted their
results in terms of the superiority of physical matches versus name matches. Thus, the
mismatch between talker information in memory and incoming talker information in the
next stimulus may have led to the engagement of talker normalization processes that incur
a processing cost and affect with performance. This interpretation is bolstered by the fact
that the effects lasted for 8 seconds, suggesting that information about a talker’s voice was
available in memory for a substantial amount of time.

The purpose of the present study is to provide some new empirical evidence bearing on
the issues concerning the -<lationship of talker normalization to memory. In order to ac-
complish this goal, we adopted the methodology of Cole et al. (1974) 1n order to examine
the time course of talker variability effects. In addition, we wished to extend the nrevious
findings reported by Mullennix et al. (in press) by assessing the degree to which talker
variability effects vary within and acroes trials in an experiment. By examining talker vari-
ability effects in more detail and by assessing talker variability eflects as a function of time,
we hoped that evidence could be obtained indicating whether information about a talker’s
voice is maintained in memory and, if so, whether this information is related to the processes
involved in talker normalization.

Given these goals, an experimental situation was designed to assess talker vanability ef-
fects under these conditions. The experimental procedure consisted of an AX same-different
matching task. The inter-stimulus-interval (ISI) was varied from 100 ms to 2 seconds. The
use of the AX task allows control over the time elapsing between stimuli so that the effects of
talker variability over time can be examined. The ISIs we used differed from those of Cole et
al. (1974) because we wanted to examine performance over a more fine-grained time frame
than what they had used (Cole et al. used ISIs of 500 ms, 2 sec, and 8 sec: we used 100 ms,
500 ms, 1 sec, and 2 sec). In this study, we were specifically interested in the time course
of talker variability effects as they related to perceptual processing and memory rather than
the long-term representation of talker information in memory.

Talker variability was manipulated by creating three talker conditions. In the single
taiker condition, all the stimuli were spoken by the same talker. In the multiple talker con-
dition, the stimuli within each trial were spoken by the same talker, but the voice of the
talker varied from trial to trial. Finally, in the multiple mixed valker condition, the voice
of the talker varied both within and across each trial. The arrangement of stimuli in this
manner allows a detailed assessment of talker variability effects in order to provide further
information about the underlying basis ¢f our earlier findings.

In our previous study (Mullennix et al., in press), the voice of the talker changed from
word to word (and thus, trial to trial) in the multiple talker conditions. In the present exper-
iment, the voice of the talker changed from trial to trial in the multiple taiker condition, but
changed from word to word and trial to trial in the multiple mixed talker condition. The ar-
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rangement of the talker conditions in this manner permits a situation to be created where any
putative facilitory effects of information about a talker’s voice in memory can be examined.
In both the single talker and multiple talker conditions, the voice of the talker is the same
within the trial. If talker information resides in memory for a perioc. of time, then one might
expect that performance would be facilitated in these conditions compared to the multiple
mixed talker condition. However, if taiker information is not extracted and held in memory
for a period of time and talker variability effects are simply related to a change in stimulus
parameters from trial to trial, then one would expect no difference in performance between
the two multiple talker conditions. Thus, evidence regarding the hypothesis that information
about a talker’s voice is maintained iz memory and related to normalization can be obtained.

The predictions for the experiment are as follows. First, if talker variabili ty has percep-
tual consequences, performance in the multiple mixed talker condition should be worse than
in the single talker condition. This result would be consistent with pievious work indicating
that changes in a talker’s voice have detrimental effects on perception. Second, if information
about a talker’s voice is maintained in memory and is used to facilitate perception, then per-
formance in both the single talker and multiple talker conditions should be better than the
multiple mixed talker condition. Finally, if information about a talker’s voice is maintained
in memory and does not decay over periods of time up to two seconds, then thz effects of
talker variability should be present at all ISI’s and no interzction of talker variability with
IST should occur. That is, the effects of talker variability should not diminish as a greater
amount of time elapses between stimuli within a test trial.

Method

Subjects. One hundred and tvienty undergraduate students enrolled in introductory psy-
chology courses at Indiana University served as subjects. Each subject took part in one
1-hour session and received partial course credit for participating in the experiment. All
subjects were native speakers of English and reported o history of a speech or hearing dis-
order at the time of testing.

Stimulus Materials. The stimuli consisted of 15 naturally spoken English words obtained
from seven male and eight female talkers all of whom spoke with a midwestern dialect. The
stimuli were English monosyllablic words selected from the corpus of words used in the Mod-
ified Rhyme Test (House et al., 1965). Each talker’s utterances were recorded on audiotape
in a sound-attenuated booth (IAC Model 401A) using an Electro-Voice Model D054 micro-
phone and a Crown 800 series tape recorder. Each stimulus item was pronounced in citation
format in unique randomized lists for each talker. The words were subsequently converted
to digital form via a 12-bit analog-to-digital converter ct a 10 kHz sampling rate anJ stored
as digital files. The target words were digitally edited to produce the final experimental ma-
‘erials used in the study. RMS amplitude levels among words were digitally eguated using
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a software package designed to modify digital waveforins.

Procedure. Two experimental factors were manipulated: Talker variability and inter-
stimulus-interval (ISI). Talker variability was manipulated within subjects by presenting the
stimuli in three different stimulus sets: Single talker, multiple talker, and multiple mixed
talker. In the single talker set, all AX stimulus pairs were spoken by the same talker. In
the multiple talker set, the stimuli in each AX pair were spoken by the same talker but the.
talker varied from trial to trial. And, in the multiple mixed talker set, the stimuli in each
AX pair were spoken by different talkers and the talkers varied from trial to trial. ISI was
manipulated between subjects by setting the time interval between offset of the “A” stimulus
and onset of the “X” stimulus at 100 ms, 500 ms, 1 sec, and 2 sec, respectively.

The subjects were divided equally into groups and randomly assigned to the four ISI
conditions. The experimental procedure used a “same-different” AX matching task. Sub-
jects were required to decice whether the two words presented on each AX trial were the
“same” or “different”. They were instructed to base their decisions on word identity only.
Within each of the three talker stimulus sets, 120 test trials occurred. In the single talker
condition, the AX pairs were formed by drawing upon the utterances produced by a single
male talker. In the multiple talker and multiple mixed talker conditions, the AX pairs were
formed by drawing upon the utterances produced by seven male talkers and eight female
talkers. Within each of the three sets, the assignment of stimuli to AX “same” and “dif-
fernt” pairs was randomized. Half of the trials consisted of “same” AX pairs and half the
tnals consisted of “different” AX pairs.

The stimuli were presented binaurally over matclied and calibrated TDH-39 headphones
to the subject at a listening level of 80 dB. Subjects were run in small groups in sound-treated
bootks containing headphones and two-button response boxes. Subjects were instructed to
respond as quickly and as accurately as possible by pushing one of two buttons. A warning
light was illuminated before the presentation of each stimulus. Presentation of each stimulus
occurred three seconds afier all subjects had made a response or three seconds after a 2-
second response interval had elapsed. Subjects received no feedback during the experiment.
A one-minute rest period w.s inserted after each stimulus test set. Stimulus-to-response
button assignment wr.s also counterbalanced across subjects; the order of talker conditions
was counterbalanced across subjects by means of a Latin square design. Identification ac-
curacy and response latencies were recorded for all trials. Responses over 2 seconds were
eliminaied from subsequent analysis. Response latencies were measured from the onset of

the “X” stimulus. Stimulus presentation and data collection were controlled on-line by a
PDP-11/34A computer.
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Results

The data were analyzed in terms of overall percent identification errors and response
latencies. For each subject, mean percent error and mean response latencies were calculated
over each of the talker conditions at each ISI for “same” and “different” trials. Response
latencies were analyzed for c .rrect responses only.

Insert Table 1 about here

Talle 1 displays mean response latencies and mean percent identification error collapsed
over subjects for talker condition, ISI, and trial (same or different). A significant difference
in “X” stimulus duration was observed across talker conditions (605 ms and 551 ms, re-
spectively, for the single talker condition and the two multiple talker conditions, p < .05)
and a significent correlation of “X” duration with response time was observed (r=.09, p <
.001). Since the raw response latencies may have reflected a bias towards shorter or longer
response latencies across conditions, the latency values reported in Table 1 were obtaired
by subtracting the duration of the “X” stimulus on each trial from the response latency ob-
tained on that trial (as timed from “X” stimulus onset). Thus, any biases across conditions
due to this factor were corrected.

-»

Insert Figure 1 about here

-

Figure 1 displays the response latency data collapsed over subjects and trial for the talker
conditions as a function of ISI. A three-way ANOVA was conducted on the latency data for
the factors of talker condition, ISI, and trial. A significant main effect of talker concition was
obtained F(2,232) = 89.9, p < .001. Newman-Keuls posthoc tests revealed that response
latencies were significantly different between all three talker conditions {0.2 ms for the single
talker condition, 56.4 ms for the multiple talker condition, and 113.7 ms for the multiple
mixed talker condition).

Insert Figure 2 about here

Figure 2 displays the response latency data collapsed over subjects and ISI for the talker
conditions as a function of ‘rial. A significant main effect of trial was obtained F(1,116) =
164.4, p < .001. Response latencies were faster on “same” trials compared to “different”
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Table 1

Mean response latencies (in msec) and mean percent identification error (in parentheses)
collapsed over subjects for talker and ISI conditions as a function of trial.

-——q—_—t-——————----——-a—-——--w—-—--—_—-—-—-—q----.-—-pu-.——-—p--q-————————————-——-—--——

L - —— "y S o ——— . - vy S T A W e e T M W beh S G

Single Multiple Multiple Mixed

ISI Trial
100 Same -64.0 (2.2) 4.7 (1.4) 63.0 (7.9)
Different 7.9 (2.2) 64.3 (2.3) 92.4 (2.1)
50¢C Same -68.4 (1.9) 7.4 (1.7) 85.6 (7.9)
Different 5.3 (2.1) 58.6 (1.9) 100.5 (2.0)
1000 Same -3.4 (1.8) 66.3 (2.2) 146.0 (9.5)
Different 37.8 (1.3) 116.2 (1.9) 162.9 (1.8)
2000 Same 9.2 (2.1) 31.1 (2.3) 107.0 (8.6)
Different 77.5 (3.3) 104.1 (2.9) 153.2 (3.3)
Mean 0.2 (2.1) 56.4 (2.1) 113.7 (5.4)

"
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trials (48.0 ms versus 81.6 ms). A significant interaction of talker condition with trial was
also obtained F(2,232) = 27.0, p < .001). Post-hoc tests revealed that the diflerence be-
tween “same” and “different” trials was significant within each talker condition. No other
significant differences between conditions were observed.

Insert Figure 3 abou! here

Figure 3 shows mean percent error collapsed ove: subjects and trials for the thre . talker
conditions as a function of IS1. A three-way ANOVA was conducted on the arcsine trans-
formed identification data. ! A significant main effect of talker condition was obtained
F(2,232) = 136.8, p < .001. Identification was more accurate in the single talker and mul-
tiple talker conditions and less accurate in the multiple mixed talker condition (1.9 %, 2.2
%, and 5.0 % errors, respectively). Post-hoc tests revealed that identification performance
was significantly better in the single talker and multiple talker conditions compared to the
multiple mixed talker ccndition. However, performance did not differ significantly between
the single taller and multiple talker conditions.

Insert Figure 4 about here

Figure 4 shows the identification data collapsed over subjects and 1Sl for the talker
conditions as a function of trial. A significant main effect of trial was obtained F(1,116) =
86.4, p < .001. Identification was less accurate for “same” trials compared to “diflerent”
trials. A significant interaction of talker condition with trial was also obtained F(2,232)
= 166.8, p < .001). Post-hoc tests of the interzction revealed that the difference between
“same” and “different” trials was significant only for the multiple mixed talker condition.
A significant interaction of talker condition with 1Sl was also obtained F(1,116) = 3.26,
p < .03). Post-hoc tests of this interaction revealed that the difference between “same”
and “different” trials was significant for the 100 ms, 500 ms, and 1000 ms conditions, but
not within the 2000 ms condition. No other significant differences between conditions were
observed. Overall, in considering the error data and the latency data together, the pattern
of results suggests that speed-accuracy tradeoffs do not account for the effects observed.

—

1All data analyses for the identification data were performed on nonlinear arcsine transformations of the
raw percent correct identification data (see Cohen & Cohen, 1975).
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Discussion

The results of the present experiment provide further information about the etfects of
talker variability in speech perception. First, response latencies were faster for the single
talker condition compared to the multiple mixed talker condition. This result indicates that
perception of the stimulus items was affected when the items within each trial were spoken
by different talkers. This result replicates our previous findings using perceptual identifica-
tion and naming tasks (Mul' anix et al. in press).

Second, response latenci.s; were faster for the single talker condition compared to the
multiple mixed talker condition at each ISI. In addition, we failed to find a significant in-
teraction of talker condition with ISI. Taken together, these results indicate that *he effects
of talker variability did not significantly change over a time period of 2 sec. This pattern
is consistent with the idea that talker information is extracted during perception, trans-
ferred to some representation in memory, and then maintained for a period of time. If talker
variability effects had been found at short ISI’s only, or if the talker variability eflects had
become smaller as ISI increased, the implication would have been that talker information is
either lost during acoustic-phonetic processing or else is held in some fast-decaying sensory
store. However, since these effects were still present 2 sec after offset of the stimulus item, the
likely explanation is that talker information is, indeed, extracted from an utterance and then
maintained in memory for periods of time sufficient for comparison to incoming perceptual
information about the talker.

Third, response latencies were consisten*’ - faster for the multiple talker condition com-
pared to the multiple mixed talker condition. Even though the voice of the talker changed
from tnal to trial in both conditions, when the information about a talker’s voice within
each trial was the same, perceptual performance was facilitated. This result indicates that
it 1s not just the trial to trial changes in a talket’s voice per se that leads to perceptual
interference, rather, this result is consistent with the idea that information about a talker’s
voice is held in memory and is intimately related to talker normalization processes. Because
performance was facilitated when the voice of the talker does not change, it 1s possible that
talker normalization processes are not invoked or at least become more efficient when the
information about a talker’s voice in memory matches the perceptual talker information cur-
rentl; processed.

However, we also found that response latencies for the single talker condition were faster
compared to the multiple talker condition. Thus, a degree of interference was caused by
the trial to trial variation in a talker’s voice when compared to the single talker condition.
But, a possible = lanation for this result is simply that, in the multiple talker condition,
the information it a talker’s voice extracted in a previous trial may have been present
in memory at the e that the stimuli on the next trial were encountered. Since the talker
voice always chan,  from trial to tnal in this condition, once again a mismatch could have
occurred between er information in memory and perceptual talker information, leading
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to perceptual interference.

Finally, with regard io the pattern of identification errors, more errors were observed
for “same” trials in the multiple mixed talker condition than for the other two conditions.
Although we had no a priori reason to ¢xpect any differences across conditions in errors, it
appears that the occurrence of more errors for “same” trials in the multiple mixed talker
condition can be explained as a massive failure of selective attention to the acoustic-phonetic
information specifying the word items. Since the voice of the talker varied between the two
stimuli on each trial in the multiple mixed talker condition, subjects may have been dis-
tracted by the change in voice within the trial and responded “different” more often because
the words were produced by different talkers. Thus, subjects’ attention to word-related in-
formation was interfered with because the voice of the talker could not be selectively filtered
out or ignored. In fact, the inability of subjects to selectively filter out information about
a talker’s voice was demonstrated by Mullennix and Pisoni (1987) using a selective atten-
tion procedure based on Garner (1974). Thus, the pattern of errors obtained in the present
experiment appears to reflect an inability to selectively ignore information about a talker’s
voice. This result is consistent with the idea that selective attention must be allocated to
information avout a talker’s voice in a mandatory fashion and cannot be selectively ignored
1 speech perception.

One firal point concerning our present results is the question of the length of time talker
information remains in memory and influences talker normalization. As mentioned eatlier,
Cole et al. (1974) found that at an 8 second delay “same” response latencies were still faster
for same-talker versus different-talker trials. However, there is also evidence that at a 10
second delay the influence on performance of a previous talker is severely attenuated (Broad-
bent, Ladefoged, & Lawrence, 1956). On the basis of our results, we make no claims about
how durable talker information in memory is. Our goal was only to assess performance at
short ISI intervals in order to be able to closely track the time course of talker variability
effects. The length of time that talker information remains in memory and the precise form
of representation or representations that are involved have not been detei mined at this time.

It 1s also clear from the present results that talker normalization processes do not “nor-
malize out” information about a talker’s voice, leaving only a canonical acoustic-phonetic
representation of the utterance that is passed on to higher-level processes (see also Goldinger,
Logan, & Pisoni, 1988; Logan, Lively, & Pisoni, 1988; Martin et al., in press). Instead, in-
formation about a talker’s voice remains in memory in some form and appears to be highly
involved in phonetic categorization.

In summary, the results from the present study extend our earhier findings concerning
talk-r variability effects in speech perception and provide further evidence concerning the
re.ationship of talker normalization pre-esses to memory. Information about a talker's voice
appears to be extracted irom spoken utterances and maintained in memory for at least a
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short period of time. One interpretation of this finding is that each time “an utterance is
encountered, talker information is processed and compared to talker information currently
residing in memory. If the talker information matches, it is possible that the rormalization
mechanism is cued in some manner not carry out its cost-irtensive operations. Alterna-
tively, perhaps the perceptual adjustments to talker are always carried out, but by using the
information about a talker’s voice in memory in some manner the perceptual adjustments
are carried out more efficiently. The present results cannot distinguish between these two
alternatives. Overall, the results from this study represent an attempt towards extending
our knowledge about the characteristics of perceptual normalization processes in speech per-
ception and their relationship to the other processes in the cognitive system.
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Abstract

Phonetic observations concerning the quantal nature of “degree of stricture” are used
as the basis for a featural description of manner of articulation. The primary claims of
the paper are: (1) that degree of stricture can be described in terms of a hierarchical
organization of the three features [consonantal], [sonorant| and [continuant], (2) that
this hierarchical structure constitutes the segme.-tal “core” and (3) that other manner
features such as [nasal] and [lateral] can be described as multiply articulated segments
involving different degrees of strictures at different vocal tract locations.
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Manner of Articulation and Feature Geometry: A Phonetic
Perspective

Phonetic theory and phonological theorv a'e converging upon a description of speech
.nunds. Approaches to feature geometry (Clements, 1985; Sagey, 1986b; McCarthy, 1988)
are arriving at a Cescription of “place of articulation” which is very much compatible with the
traditional phonetic description (see Ladefoged and Halle, 1988). This convergence toward
a unified description of speech sounds is both very exciting and incomplete. In particular,
the description of “manner of articulation” still poses a problem. In this paper I offer some
phonetic observations concerning manner of articulation, and speculate on the way these
observations can be captured ir a feature geometrical representation. The view of “manner
of articulation” which I propose involves (1) primary reference to the notion “degree of stric-
ture” and (2) combinations of different degrees of stricture and places of articulation for the
description o. the mainer features |nasal] and [lateral].

Before addressing the problem of manner of articulation, however, it is instructive to
consider the convergence of phonetic and phonological descriptions of place of articulation.

Convergence of Phonetic and Phonological Descriptions of
“Place of Articulation”

Chomsky and Halle (1968) in the Sound Pattern of English (SPE) assumed that speech
sour ds are unstructured bundles of binary features. Place of articulation. in this view. is
specified in terms of a number of logically unrelated features. So, for instance, the feature
|anterior] divides the vocal tract (V'T) at the alveolar ridge. All VT configurations which
involve primary articulations at the alveolar ridge and forward are classified as [+anterior]
and all VT configurations with primary articulation behind the alveolar ridge are classified as
[-anterior]. The [+anterior] configurations are further subdivided by the feature {labial] and
the [-anterior] configurations by the feature [coronal]. One difficulty of this scheme is that
for [-anterior] configuratior [labial] has no meaning.! If a segment is classifieC as [-anterior]
there is no reason to specify any value for the feature [labial] (unless the segment is doubly
articulated. e.g. [kp]). Likewise, the feature [coronal] is meaningless in the description of
sounds made at the lips. So, there is an implicit dependency among the place features which
is not captured in the SPE account of segments. Phonetic descriptions of place of articula-
tion do not suffer from this overspecification because place is treated as a single. multivalent
feature (Ladefoged, 1971, 1975). Features which relate to other places of articulation are
not mentioned in the description of labials, rather. [labial] is simply one value which may be

!Anderson (1976) found a clever use for [anterior] which hinged on its reference to the primary place
of articulation. He proposed that doubly articulated stops such .:s [Kp] be described as [+anterior] if the
(phonologically determined) primary place of articulation is labia ., and [-anterior] if the primary place of
articulation is velar.
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taken by the feature [place].

Recently. the conception of the segments as feature bundles has been revised in faver of
a view in which dependency relations between features are captured in a hierarchical rep-
resentation of features (Clements, 1985; Sagey, 1986b see (1)). In the feature geometrical
representation, phonological theory is able to capture the insight that place of articulation is
tied to the anatomy of the vocal tract, while at the same time avoiding the use of multivalued
features. This is accomplished by positing the existence of privative features which corre-
spond to the articulators. The presence of an articuiator feature in the description of a sound
indicates that the articulator is active during the production of that sound. The articulator
features are not, however, defined for segments which do not involve the articulator to which
the feature refers. Therefore, there is no set of speech sounds which can be characterized as
[-labial], for example, as was possible with the SPE use of the feature. In addition, each of
the articulator nodes dominates a set of features which are defined only for that articulator.
Thus, [distributed] is only defined for sounds which involve the articulator [coronal] (the
front part of the tongue). The structure of the geometry makes it impossible to specify any
value for [Gistributed] unless the node [coronal] is also used in the description of the segment.

continuant

larygeal consonantal

M (1)
softpalate
place
nasal
labial dorsal
coronal

It is worth pointing out that I am arguing as a phonetician, rather than as a phonologist. 1
am focussing on the fact that the mention of the feature [labial] in the description of a speech
sound, in the SPE approach, entails that the sound is [+anterior], and that, consequently,
the specification of any value for [anterior] is redundant. This is a different conception of
feature dependency than that expressed by Clements (1985:226), “If we find that certain
sets of featurer consistently behave as a unit with respect to certain rules of assimilation or
resequencing, we have good reason to suppose that they constitute a unit in phonological
representation.” In contrast to this criterion, I am focussing primarily on the description
of speech sounds, and am arguing from what might be called “taxonomic dependencies”.
From the phonological perspective. on the other hand. the focus is upon the description
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of phonological processes and the arguments have to do with the economical statement
of sound patterns. What is interesting is that tne two viewpoints have led to as much
convergence as they have. McCarthy (1988) compares the empirical conszquences of the
phonetic multivalent feature [place] and the ‘=ature geometry account of place of articulation
and concludes that, “at the level of the gruss architecture of featural struzture, the two
theories are not distinguishable from one another” (p. 14). The convergence of phonetic and
phonological theories is indeed remarkable.

Manner of Articulation

The question of how to represent manner of articulation has not been answered with the
unanimity accorded to the hierarchical approach to place of articulation. Clements (1985)
proposed a manner node parallel to the place node in the geometry of features. However,
phonological evidence for the existence of such a node was not forthcoming, so in a later
paper (Clements, 1987) he dispenses with the “superfluous 'manner’ node”. Sagey (1986a)
proposed that each articulator be populated by manner features, but later (1986b) retracted
that view in favor of one in which the features [continuant] and [consonantal] attach directly
to the root node of the segment (see (1) above). McCarthy (1988) proposes that the ma-
jor class features [consonantal] and [sonorant| are the root node of the segment and that
the manner features [continuant] and [nasal] are directly attached to the root. Ladefoged
and Halle (1988) include a node similar to Clements' (1985) “manner” node which they call
“stricture”. The traditional phonetic approach to manner of articulation is illustrated by
the presentation of the International Phonetic Alphabet (IPA). The symbols of the IPA for
voiced and voiceless sounds are presented in a two dimensional matrix of which the dimen-
sions are manner of articulation and place of articulation. The implicit analysis of manner
features which is embodied in this table is one which is very similar to the feature geome-
tries which place a manner node in the hierarchy parallel to the place node (Clements, 1985:
Ladefoged and Halle, 1988).

The treatment of the manner features in a separate node, parallel to the place node (as in
Ladefoged and Halle (1988) and in Clements (1985)) is initially attractive, but the fact that
Clements’ (1985) original proposal for manner features has not been widely accepted (com-
pared with the general acceptance of his suggestion of a place node) indicates that parallel
treatment for manner may be misguided. One difference between the manners of articula-
tion and the places of articulation (both in the IPA presentation and in Clements’ feature
geometry) is that the manners of articulation are not a continuum along a single dimens.on
as are the different places of articulation. However. among the IPA manners of articulation,
there is a subset which can be viewed as steps along a continuum. The continuum is the
traditional phonetic diruension “degrees of stricure” and includes plosive (stop). fricative,
frictionless continuant (approximant), and vowel (res ‘nant). If we limit ov- consideration of
manner of articulation (at first) to this continuum, it may be possible to develop a coherent
geometry of degree of stricture and, from this. a better understanding of the other manners
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of articulation. This, then, will be the outline of the discussion to follow. I first discuss
the phonetic nature of the degree of stricture continuum. Then, I will propose a featural
representation of the dimension and the location of the degree of stricture features within the
segmental hierarchy. Following this, I will consider the manner features {nasal] and [lateral).
I will conclude the paper with a discussion of some remaining problems of a phonetic and
phonological nature.

The Phonetic Descripiion of Degree of Stricture. Stevens’ (1972) observation concerning
the degrees of stricture is that there are several “quantal regions” along the dimension. If
we vary the degree of stricture at one particular place of articulation, for example at the
lips. there are a limited number of possible acoustic effects for this essentially continuous
articulatory dimension. The acoustic effect of complete closure is silence. 2 This is the first
quantal region along the degrees of stricture dimension. When the closure is released slightly,
and air is forced through the opening between the articulators, turbulence is created. In the
case ¢{ constriction at the lips, the fricatives [¢] and [B] are produced, depending upon the
state f the glottis. Further (slight) increase of the amount of opening will not change the
fact that the airflow through the opening creates turbulence both in voiced and voiceless
sounds. This region along the continuous articulatory dimension, degree of stricture, cor-
responds to a relatively stable acoustic output. Small changes in degree of stricture result
in no appreciable change in acoustic output. However, there is a point at which further
incresse in the amount of opening will result in a configuration which does not .reate tur-
bulence for voiced sounds. but does create turbulence in voiceless sounds. This definition
of approximant was suggested by Catford (1977) and serves to point out the aerodvnamic
nature of the cuantal regions of degree of stricture.® The reason for the difference between
voiced and voiceless sounds is that the rate of airflow for voiceless sounds is greate. than
for voiced sounds because the glottal constriction involved in producing voicing serves as an
obstruction in the airstream. Again. there is a range of degrees of stricture for which these
conditions hold and the acoustic output is relatively stable. Then, at some point of greater
opening, the oral channel is wide enough that even the high-velocity. voiceless airstream will
not cause turbulence.* This marks the degree of stricture for resonants.

So, degree of stricture can be described as a continuous articulatory dimension of speech
sounds which involves four different quantal acoustic regions: stop, fricative, approximant,
and resonant. Since we can regard [degree of stricture] as a multivalent phonetic feature.

*This is true even for a voiced closure, provided the velar-pharyvngeal port is also closed and a relativeiv
short amount of time passes. \With the passage of time during the production of a voiced stop air pressure
above and below the glottis is equalized, and consequently airflow through the glottis ceases.

3Stevens (1972) defined approximants as sounds for which “vocal-cord vibration can be maintained onlv
through an adjustment in the mode of vibrating.” This is related to Catford’s definition in that the oral
cons‘riction in approximants is enough to impede airflow and thus, to create increased intra-oral air pressure
which hinders voicing.

'That is, the voiceless airstream will not result in turbulence at the narrowest point of the oral tract.
Voiveless sounds are characterized by turbulence at the glottis, however.
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much like the phonetic feature [place|, one wonders if this phonetic dimension can be ex-
pressed in terms of a hierarchy of phonolegical features in a way analogous to the hierarchy
used to describe place of articulation. I will approach this issue by considering the phono-
logical features which may be used te describe degree of stricture, and the “taxonomic
dependencies” which exist among them. '

Features for Degree of Stricture. The features which describe the different degrees of
stricture are: [consonantal], [sonorant|, and [continuant]. ® Among these features there seem
to be some taxonomic dependency relations similar to those noted above among the (SPE)
feature - for place of articulation.

[Consonantal] is defined by Halle and Clements (1983) as “produced with a sustained
vocal tract constriction at lec~t equal to that requiied in the production of fricatives”, while
(sonorant] is defined as “produced with a vocal tract sufficiently open that the air pressure
inside and outside the mouth is approximately equal”. These features mark off overlapping
regions along the degrees of sticture dimension in much the same way that [anterior| and
[coronal] do along the place dimension. [Consonantal] separates vowels from the other types
of segments. while [sonorant] distinguishes among the consonants. and is essentially redun-
dant for vor=ls. Note also that only one value of the feature [sonorant) is interpretable for
[-consonantal] sourds. There is no class of sounds which can be defined as [-cons]{-son]. This
is further indication that [sonorant] need be specified only for [+consonantal] sounds.

Among the consonants [continuant| serves two purposes. First, [continuant] separates
stops from fricatives. Second. it is used to distinguish twe classes of sonorant consunants:
the nasals and the rhotic sounds. Since this second distinction is also accomplished by the
feature [nasal]. the primary function of [ccntinuant]is to classifiy stops separately from frica-
tives. This means that it needs to be specified only for those . unds which are [+consonantal!
and [-sonorant]. Given these considerations the four degrees of stricture mentioned above
can be described by the feature specifications in (2).

resonant | —cons|

approriman! |[+consl,|+son] (2)
fricative [+cons], [—son]. [+cont|

stop [+cons], [~ son], [~ cont|

The implicit dependencies amou,. ihe features fo: degree of stricture are shown in (3).
This type of representation is different from the hizrarchical representation used to describe
place of articulation in several ways. First. there is no class node. If we were to adopt
the tyvpe of representation of manner in Clements (1985) or Ladefoged and Halle (1988) the

*I am (at this point) using these features as they are defined in Halle and Clements (1983).
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structure in (3) might appear under a manner (or stricture) node, but as it stands there is
no internal class node in the structure. Second, all of the features in the structure are binary.
There are no privative features comparable to the articulator features in Sagey (1986b) or

Ladefoged and Halle (1988).

[ consonantal ]
+ s
sonorant (3)

continuant

The structure in (3) can be interpreted as defining possible feature bundles by defining
allowable paths through the features. The procedure for specifying a feature bundle can
be described by the sequence of operations illustrated in (4). In this way [sonorant] only
receives a value if the segment is also [ +consonantal], and {continuant] only receives a value
if the segment is [-sonorant].

specit fy(consonantal)
i f(consonantal = plus) then specify(sonorant) (4)
i f(sonorant = minus) then specify(continuant)

Glides. Since glides are phonetically approximants, I have cheated in my use of the feature
[consonantal] by grouping all approximants (including glides) as [+ cons][+son].® Although it
isn't phonetically necessary (o define two types of approximants, there may be phonological
differences between what we could call consonantal approximants and vocalic approximants.
This could be captured in the structure in (3) by adding the feature [syllabic]| as definable
for |-consonantal] segments (i.e. if (consonantal=minus) then specify(syllabic)). This would
produce the two types of approximants; {+ccns)[+son| and [-cons]{-syll] (as a means of repre-
senting the differen® between 3] and [4]. for example). This may, or may not. be a desirable
result. If diphthongs should be considered single segments (with a branching specification for
[svllabic]) then this may be a welcome addition to the descriptive apparatus. One wonders.
though. if the functional distinction between consonantal and vocalic approximants might
be better left to rules of prosodic structure.

Now, having considered the featural representation of degree of stricture, we must address
the question of where in the segmental hierarchy these features should appear.

6 am not alone in this redefinition. Hyman (1985) argues that [consonantal] should be identified with
the old distinction between “vocoids™ and “contoids” (see Pike, 1943). He suggests that “glides are [+cons]
on the surface” (p. 77. italics his), but that they mav be derived from [-cons} (i.e. voceid) segments.
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Position in the Segmental Hierarchy

As mentioned above, there have been a number of suggestions concerning the location of
manner features in the hierarchy of segmental features. It is possible to argue from a pho-
netic point of view that the features for degree of stricture (3) are fundamentally different
from the features which refer to particular locations within the vocal tract. in the following,
I discuss the phonetic uniqueness of the degree of stricture features and suggest a location
for them in the segmental feature hierarchy.

Of the two major phonetic dimensions of speech sounds, place of articulation and manner
of articulation, the place dimension can be described without reference to time, while the
manners of articulation (and here I am referrirg to degrees of stricture in particular) must
inciude some element of the passage of time.

So. for instance, a fricative, to be a friczative, must have the articulators in a configu-
ration in which turbulence is generated for some minimal amount of time.” This can be
compared to sounds classified as [coroneal]. No matter how briefly the tongue is positioned
on or near the alveolar ridge if the position is reached the feature applies. As an example of
the necessary reference to time in the case of the feature [continuant]. consider the frication
which is produced when a stoz ciosure is released. In going from [-conti~uant] to some more
open variety of segment tiie articulators pass through a fricative configuration. This can be
seen in spectrograms as a frication after the release of stop closure whichk has the spectral
qualities of a fricative produced at that place of articulation (especially for aspirated stops).
The impiicit reference to time in the features for degree of stricture captures the fact that
stop release frication does not “count” as a fricative. No other dimension separates release
frication from fricative consonants. They are articulatorily and acousti~ally comparable to
each other.®

The same tvpe of argument can a'so be constructed for the feature [sonorant]. For in-
stance. during the transition between stop and vowel. the articulators invariably pass through
a configuration appropriate for a homorganic approximant, but this configuration does not
count as an approximant segment unless the configuration for an approximant exists for
some minimal duration.? Likewise, [consonantal| includes a reference to the time domain.

"Because “degree of stricture” has quantal regions, it is not necessarv that the articulators be stationary
in order for the acoustic output to be faitlv constant. So, when I sav the articulators must be “in in a
configuration in which turbulence is generated for some minimal amount of time” I am not suggesting that
the artic' «ators must be stationarv for some minimal amount of time,

8There can be temporal variation among segments which have the same degree of closure. For instance,
the primarv difference between flaps and full stops is the duration of the closure. Ladefoged (1971) includes
a phonetic parameter he calls “rate” which is used to distinguish stops, flaps. taps and trills.

?At first blush, the reduction of phonemes in fast speech seems to provide a counter-argument against
these minimal duration arguments. In such cases we probably need to distinguish between undetlving and
phonetic segments. A segment mav be underlvingly present in a lexical item even though not phvsicallv
(and hence. phonetically) present at il in fast speech.
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This is mentioned explicitly in Halle and Clements’ (1983) definition of the feature [conso-
nantal]: “produced with a sustained vocal tract constriction.” So, there is a natural division
of features into those which are time-based and those which are not.

These time-based features define the type cf gesture made by the articulators, while the
other features define the locations in the vocal tract of those gestures. This distinction is
reminiscent of the distinction which McCarthy (1981) made between melody-bearing ele-
ments and melodic elements. In the proposal offered here. the melody-bearing elments are
the gesture types and the melodic elements are the vocal tract locations of those gestures. In
support of this distinction, consider the success which phonologists have had in the corstruc-
tion of a geometry of melody features as opposed to the degree of stricture features. The
phonological criteria proposed by Clements (1985) have succeeded in identifving the melodic
features because these properties of segments may be smeared across time; they participate
in assimilations. Or, conversely, their range of application in time may be limited; they may
delink. The features which define gesture types have been harder to pin down because they
are time-bound and consequently don’t fit the phonological critena. .

So. I em arguing for a distiz :tion among features between those which are time-bound
and those which may s; read or delink. Following Mester (1986) and McCarthy (1988), this
distinction can be represented in a feature hierarchy by placing the time-bound features in
the root node of the feature hierarchy (see (5)). Mester's (1986) description of this feature
bundle as the segment “core” is especially appropriate. The core describes the gesture type
and the structure linked to it describes the location within the vocal tract of those gestures.
Thus, the proposal that I am offering is that the structure in (3) and. more particularly. the
feature bundles which it defines, 1s the root node of the segmental feature hierarchy.

consonantal
-

sonorant

I contin_y_a_rlz_t___ (5)
larygeal — , T ———nasa

place

labial orsal
coronal

Time-bourd Fealures and the Timing Tier. If the features for degree of stricture are
time-bound. what is the relation between them and the timing tier? In answer to this ques-
tion. I think it is useful to consider two types of timing: segmental timing and prosodic
timing Segmental timing is determined by properties internal to the segment. In particular,
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I propose that segmental timing (to a rough approximation) is determined by the gesture
type.'® Prosodic timing, on the other hand, is determined by the position of the segment in
a prosodic structure. So, location in a syllable or foot, and the structure of those prosodic
elements, plays a role in the durational properties of the segment. In view of this distinction,
we can then assert that the segment core (3) is the segmental timing tier. and stipulate that
time-bound segments are restricted to the segmental timing tier.

A number of types of phonological rules can be expressed as linking or delinking to this
segmental timing tier. These rules include vowel harmony, nasal spreading, voicing assimila-
tion, and the palatalization or labialization of consonants. Other rules require that there be
a prosodic structure within which segments reside. These include allophonic variation due to
location within a syllable as found with aspiration for [-voi| stops in English and velarized {l]
in English. From the prosodic template we may also derive the notion of a segmental “slot”
which is characterized as a location within a prosodic structure. rather than by segmental
features. This construct is necessary for the statement of processes of compensatory length-
ening, for example.

Nasal and Lateral. The manner features |nasal] and [lateral] do not find a place among
the degrees of stricture features in (3). The nasal consonants can be described as doubly
articulated consonants. involving both an oral closure and a velo-pharvngeal approximation.
Likewise, a phonetic description of laterals must mention both that the segments are pro-
duced laterally and that they have a particular degree of stricture (approximant or fricative).
The articulatory fact which motivates these descriptions is that for both nasals and laterals
there are two types of stricture at two places of articulation. For nasals in particular the
two places of articulation are fully independent. The oral cavity may be in the configuration
of a vowel. or consonant (the primary place of articulation) while the velar-pharyngeal port
is open or closed (the secondary place of articulation).!’? La.erals may also be viewed as
a combination of two articulatory gestures. First, a closure along the midline of the vocal
tract, and second, an approximate or fricative along one or both sides to the vocal tract.

If we thus consider nasals and laterals to be doubly articulated segments, then whatever
mechanism which is adopted for the representation of multiple articulation can also be used
to represent the degre= of stricture of the secondary articulation of nasals and laterals. For
instance, we could use Sageyv’s (1986b) conception of major and minor articulators and man-

"I am not. here. attempting to account for details of articulator movement trajectories. My claim is

simply that differences in overall segment duration are related to stricture type.

'The two limitations on configuration of the oral tract during nasals are: (1) the oral tract mav not
be closed below the velar-pharvngeal port (as in a pharvgeal stop) because airflow then can’t go through
the nose, and (2) the air pressure required to produce a fricative cannot be produced (at normal levels of
subglottal air pressure) when the nose is also open. In both of these cases, it is articulatorilv possible to
produce the offending combination of gestures, it just turns out that the combination is ineffective as a
means of producing identifiable speech sounds.
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ner pointers to specify the degree of stricture for the major articulator. '> So, [m] can be
represented as having [labial] as 1ts major articulator and [nasal| as its minor articulator. If,
following Sagey (1986b) degree of stricture is explicitly stated for the major articulater and
degree of stricture for the minor articulator is determined by language specific rule, we can
capture the articulatory fact that nasal consonants have two degrees of stricture (i.e. they
are both stops and sonorants).

In describing laterals in this way, we end up in the odd position of asserting that [coronal]
is both the major and minor articulator; [coronal] stop along the midline of the vocal tract
and [coronal] approximant or fricative along the side of the tongue. Notice, however, that
this description of laterals provides a simple way to represent the distinction between lateral
approximants and iricatives.

Place Information tn the Segment Core. Stricture features are time-bound, are they also
location independent? Currently, [cons], [son] and [cont| are defined for the vocal tract and
not for the larynx. If we assert that the features in the segment core are not specified for
place of articulation, we then increase their domain of application to the larynx as well.
This may ve useful for the statement of debuccalization. In this process, if the vocal tract
features are delinked from a segment the segment retains its specification for stricture type,
but the stricture is realized at the larynx. For instance, [k] — > [?] and [x|- > [h]. This is a
straight-forward process if the stricture types are independent of location in the vocal tract.!®

The phonological motivation for considering (?] and [h] as {+cons][-son] was to group
them in a natural class with the vowels. If we stipulate that the larvnx 1s a secondary
articulator, the vocal tract configuration is left as the primarv articulator and thus. the
degree of stricture in the vocal tract is the same for both vowels and glottal conscnants.'

12] am not making a commitment to anv particular representation of primary /secondary articulation. It
might be possible to use Selkirk's {1988) suggestion that secondary articulation be represented in terms of
a dependency relation between articulators. In this approach, the deubly articulated stop (kp] would then
be represented with [labial] under the [dorsal] node if the segment is a labial-velar, or with [dorsall under
the [labial] node if the segment is a velar-labial. Then, if we consider [nasal] to be a secondary place of
articulation we can stipulate that |nasal] is » “perpetual dependent” (something like a graduate student).
One problem with this is that, as Selkirk pointed out, the notion tier in this proposal is defined in terms
of dependency relations. This is a problem for a perpetually dependent feature [nasal] because in order to
describe nasal spreading we need to refer to a nasa’ .ier. If nasal is dependent on a varietv of different place
nodes. then it is not clear that there is a nasal tier. Maddieson and Ladefoged (1988) propose to represent
secondary articulation by a separate node under the place node which they call the [secondary articulation]
node. To treat [nasal] as a secondary articulation in this approach. [nasal] would reside under the [secondary
articulation] node. However, their assertion that onlv one secondaryv articalation node is needed because
only two places of articulation need to be specified in the description of distinctive speech sounds would not
hold for doubly articulated nasals like [mig).

13Delinking place creates an interesting situation. e can’t reallv sav that the vocal tract isn’t involved
in the production of [7] and [h], vet the shape - f the vocal tract is not distinctive in these sounds. This
underlies the phonetic desctiption of [h] before vowels as a voiceless version of the following vowel ({VV)).

4This is no! an unmotivated stipulation. Like the ve.,ar-pharyngeal port ([nasal]), the larvnx is articula-
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Conclusion

The principal suggestions of this paper are: (1) Manner of articulation can be described as
various combinations of degree of stricture and multiple articulation, (2) degree of strictn-=
can be described by a hierarchical organization of the three features [consonantal], [sonorat |
and [continuant], and (3) the specification of degree of stricture (for the primary articulator)
is also a definition of “segment type” and best fits in a segmental feature hierarchy as the
root node of the hierarchy.

Whether this view of manner of articulation can be useful in the description of phonolog-
ical processes has been only briefly discussed. The examples discussed seem to indicate some
degree of success, but there are no doubt other cases with which this view will not be so
successful. Perhaps, for low-level, phoneticallv-motived phonological processes a representa-
tion such as the one I have proposed here will be most suitable, while in the descriptior. of
higher-level phonological rules, which may refer to word classes and/or grammatical condi-
tioning, a different type of (abstract?) representation will be more useful. If this is the case,
then we are led to a formulation of the phouetics-phonology interface which includes the
transformation of a (phoneticallv sparse) phonological representation into a representation
such as that suggested here in which phonetic detail is more fully represented.

torilv independent of the oral tract. There is at least one phonetic limitation on the degrees of stricture of
the larvnx: the larvnx may not open widely enough to avoid the production of turbulance (at the rates of
airflow found in speech). Thus, only closure, frication, and trill (voicing) are possible degrees of stricture for
the larvnx.
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Abstract

In a recent study, Martin, Mullennix, Pisoni and Summers (in press) reported that
subjects’ accuracy in recalling lists of spoken words was better in early list positions
when the words were spoken by a single talker than when the words were spoken by
multiple talkers. Martin et al. discuss two possible explanations for their findings.
One explanation suggested that the perceptual costs associated with talker variability
usurp processing time and resources necessary for rehearsal. The second explanation
suggests that, in addition to perceptual costs, talker variability interferes with the speed
and efficiency of the rehearsal processes themselves. The present study was conducted
to determine whether the locus of talker variability effects is confined only to the
early perceptual encoding of items, or if talker variaoility also affects the efficiency of
rehearsal processes as well. Accuracy of serial-ordered recall was examined for lists of
words spoken by a single talker and by multiple talkers that contained either “easy”
words or “hard” words. Rate of presentation of the items was manipulated over a
wide range to determine if either of these variables affect rehearsal processes as well as
perceptual encoding. Across all conditions, recall of list items improved as presentation
rates decreased. A strong interaction was obtained between talker variability and rate
of presentation. Recall of multiple-talker lists was affected much more than single-
talker lists, suggesting that talker variability affects not only perceptual encoding, but
also some aspect of the rehearsal process. No such interaction was obtained between
word confusability and rate of presentation. The data provide support for a propose!
offered by Martin et al. that talker variability affects the accuracy of recall of spoken
material not only by increasing the processing demands for early perceptual encoding
of the input but also by reducing the efficiency of rehearsal processes used to transfer
items into long-term memory.
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Determining the Locus of Talker Variability Effects on the
Recall of Spoken Word Lists: Evidence from a Presentation
Rate Manipulation

The perception of spoken language is a feat that requires the listener to extract stable
linguistic content from a physical signal that is notoriously unstable. The acoustic realization
of speech is simultaneously modulated by numerous variable phonetic, prosodic and semantic
characteristics inherent to the particular message. The speech signal is further modulated
by varying source characteristics. Indeed, if the perceptual system is required to extract
canonical units of meaning from speech signals, various idiosyncracies related to diff>rent
talkers must be normalized during the earliest stages of processing the sensory input. Such
idiosyncracies include differing individual dialects, vocal tract shapes, and speaking rates
(Mullennix, Pisoni, & Martin, in press).

Casual observation of language performance leaves the impression that listeners can at-
tend to several different voices in succession with virtually no perceptual costs or conse-
quences. However, several studies suggest that speech perception and word recognition are
impaired by talker variability.! For example, Summerfield and Haggard (1973) showed that
talker variabil‘ty impairs vowel perception. More recently, Mullennix et al. (in press) have
shown that talker variability is harmful to subjects’ word recognition performance. Mullen-
nix et al. found that when stimulus items were presented in voices that changed from trial
to trial, recognition was less accurate in a perceptual identification task and was slower in a
naming task. These findings led Mullennix et al. to conclude that some resource-demanding
mechanism is used by listeners to compensate for variations in speakers’ voices.

Other lines of evidence suggest that talker variability affects not only speech perception,
but memory processes as well. ‘Recent experiments conducted by Martin et al. (in press),
Mullennix et al. (in press) and by Logan and Pisoni (1987) have shown that word lists
produced by multiple talkers are more difficult to recall than word lists produced by a single
talker. In a series of experiments, Martin et al. found that: 1) Serial-ordered recall of spoken
word lists was worse for multiple-talker lists than for single-talker lists, but only for items
from early list positions, 2) recall of visually presented digits presented before the presenta-
tion of the spoken lists was worse if the subsequent lists were multiple-talker lists than if they
were single-talker lists, and 3) these differences in primacy recall were unaffected by a post-
perceptual distractor task (following Peterson & Peterson, 1959). From these converging
lines of evidence, Martin et al. suggested that word lists produced by multiple talkers may
require greater processing resources for rehearsal in working memory than lists produced by
a single talker.

IThroughout this paper, the terms “talker variability” and “talker condition” are used. Although the
term could mean several kinds of variability, we are using it here only to denote situations in which spoken
items are produced by different talkers from trial to trial. We do not intend the term do denote variability
of vocal quality within a talker.
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The explanation offered by Martin et al. is closely related to the obligatory and attention-
demanding nature of voice information in speech perceipi'wn. Such a position is supported
by recent findings by Mullennix and Pisoni (1987), who emloyed the Garner (1974) speeded
classification paradigm. They found that information about a talker’s voice is processed in
parallel with the phonetic content of words in an inicgial fashion. That is, subjects were
unable to selectively ignore voice information, even when attending to voice information was
detrimental to performance in the primary classification task. Apparently, changes in the
voices of talkers from trial to trial in speech perception tasks requires continual reallocation
of selective attention. Similar findings have been reported by Geiselman and Bellezza (1976),
who found that voice information for spoken material is retained, even when subjects re-
ceived no specific instructions to attend to voice characteristics. Martin et al. have suggested
that when listeners are required to memorize lists of words spoken by multiple talkers, the
variability from different talkers demands additional processing resources that are needed
for the =fficient rehearsal and transfer of list items to long-term memory. As a consequence,
recall of eatly list items is impaired.

While the processing capacity-based explanations offered by Martin et al. are consis-
tent with their data, the authors note that there are actually two possible ways that talker
variability could affect rehearsal processes. The first possibility {(following Mullennix et al.,
in press) is that the locus of the eflects is confined to early perceptual encoding. That is,
the extra time and resources required to “normalize” each token in a multiple-talker list is
time taken away from higher processing systems, reducing available rehearsal times for each
token and therefore attenuating early list performance. The other explanation is that talker
variability effects may also influence the rehearsal processes themselves. That is, in addition
to the early perceptual costs, it is possible that the variability in voice information contained
in each list makes the items more difficult to rehearse and encode into long-term memory.

The present study was conducted to evaluate these alternate explanations more closely.
In particular, we wanted to determine whether talker variability affects only perceptual en-
coding or perceptual encoding and rehearsal processes. To study this, we manipulated two
additional variables: stimulus confusability and rate of presentation. The stimulus con-
fusability dimension was selected for its known influence on perception. Each word list
contained ten words, half of which were “easy” words and half of which were “hard” words.
The confusability variable used here is a combined metric of two measures known to influ-
ence word cognition, word frequency and lexical density. The first measure is based on the
frequency « .unt of Kucera and Francis (1967). The second measure is based on analyses of
stmilarity neighborhoods (Luce, 1986). A similarity neighborhood is defined as a collection
of words that sound similiar to a given word. One characteristic of similarity neighborhoods
that has been examined is the number of neighbors any given word has; some words have
many similar-sounding neighbors whereas other words have fewer neighbors. For spoken
words, Luce (1986) has shown that word recognition is slower and less accurate for words
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selected from dense neighborhoods than for words selected from sparse neighborhoods. In
the present study, “easy” words were defined as high frequency words selected from sparse
neighborhoods, whereas “hard” words were defined as low frequency words selected from
dense neighborhoods.?

The talker manipulation was the same in the present study as the in the Martin et al.
study: Talker variability was menipulated as a between-subjects variable; some subjects
heard all single-talker lists whereas other groups heard all multiple-talker lists. The con-
fusability manipulation was a within-subjects variable; half of the lists for each group were
comprised of “easy” words and half were comprised of “hard” words.

Casual observation suggests that there are qualitative differences that distinguish the
stimulus dimensions of talker variability and word confusability. While it has been demon-
strated that both talker variability and word confusability influence early perception, it is
not clear whether both dimensions will affect rehearsal processes directly. The findings of
Mullennix and Pisoni (1987) und Geiselman and Bellezza (1976) suggest that qualities in-
herent in voice information are not only attention-demanding, but are perceptually salient
and potentially useful as well. Voice information conveys important information about a
speaker’s gender and emotional state (Geiselman & Bellezza, 1976). It is not clear that
information regarding word confusability shares these characteristics with voice information.
Indeed, it is not even clear that subjects have any reliable intuitions or categories to distin-
guish words on an abstract scale such as “confusability.” Consequently, the perceptual and
elaborative resources that are apparently dedicated to processing voice information may not
be applicable to processing abstract information regarding word frequency or confusability.
If this distinction applies, we would expect that talker variability would interact with post-
perceptual rehearsal processes but that word confusability would not.

In order to determine whether talker variability and word confusability both impact upon
memory processes in the same way, we examined the accuracy of recall for word lists vary-
ing along both st.mulus dimensions across five levels of a third experimental manipulation.
Specifically, because we were interested in a manipulation that would primarily affect re-
hearsal processes, we varied the rate of presentation of words in each list (Murdock, 1962;
Rundus, 1971). Words were presented to subjects at one of five rates, with inter-word inter-
vals of either 250, 500, 1000, 2000, or 4000 msec.

If talker variability aflects rehearsal efficiency as well as perceptual encoding, there should
be a strong interaction of talker condition and rate of presentation. Changes in rate should af-
fect recall of words from multiple-talker lists more than from single ‘alker lists. Furthermore,

*Throughout the remainder of this paper, for the ease of composition and comprehension, the following
terminology is employed: The stimulus dimension relating to single versus multiple talkers will be referred to
as the “talker” variable or manipulation. Similarly, the stimulus dimension relating to “easy” versus “hard”
words will be referred to as the “confusability” variable or manipulation.
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if word confusability affects perceptual encoding but leaves rehearsal processes relatively un-
affected, there should be no interaction of confusability and rate of presentation. Changes
in rate should affect recall of words from easy and hard lists equivalently.

Method

Subjec’s. One hundred and sixty students enrolled in an introductory psychology course
at Indiana Universit+ served as subjects. Subjects received course credit for their partici-
pation. All subjects were native speakers of English and reported no history of a speech or
hearing disorder at the time of testing.

Stimuli. The stimuli were obtained from a large digital database of spoken monosyllabic
words recorded by several different talkers. This was the same source used by Martin et
al. (in press). The original words came from the vocabulary used in the Modified Rhyme
Test (House, Williams, Hecker, & Kryter, 1965). In the present experiment, only a subset
of the original 300 words were used. The words selected for the present experiment were
those that satisfied several necessary constraints: First, the words were ranked according to
their frequency of occurrence according to the Kucera and Francis (1967) norms. Second,
the words were ranked according to their neighborhood densities, as determined by a one-
phoneme substitution, addition, and deletion metric (Luce, 1986). Third, words were also
ranked according to their neightcrhood frequencies, a measure of the average frequency of
the words’ neighbors. Using these three criteria, two sets of words were selected for use in
the present experiment. One set, the “easy” words, consisted of high frequency words from
low-density, low frequency neighborhoods. The other group of words, the “hard” words,
consisted of low frequency words, from high-density, high frequency neighborhoods. A final
criterion used in selection was subjective familiarity; all of the words chosen for use in the
present experiment were rated as highly familiar by subjects in a previous experiment con-
ducted by Nusbaum, Pisoni and Davis (1984). After the words were divided into “easy” and
“hard” sets according to these four criteria, each set contained 50 items. These 100 words
were then used to generate 10 lists of ten words each. Five of the lists contained “easy”
words and five contained “hard” words.

Once the words had been selected, digitized files containing tokens of each word were
obtained from the database. One set of tokens was chosen from utteran~es produced by a
single male talker; these tokens were used for the single talker conditions of the experiment.
Another set of tokens was selected from the database so that everv word in each list was
spoken by a different talker; these tokens were used for the multiple talker conditions. In
the multiple talker conditions, the same ten talkers, five males and five females, were used
for all ten lists of words. The talkers used in the present experiment were the same talkers
used in the Martin et al. (in press) study. All of the stimuli were originally recorded on
audio tape and were then digitized with a 12-bit analog-to-digital converter using a PDP
11/34 computer. The mean RMS amplitude of all stimulus tokens was equated using a signal
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processing package.

Procedure. Subjects were tested in groups of six or fewer in a quiet testing room used for
speech perception experiments. Stimuli were presented over matched and calibrated TDH-39
heacipkones at 75 dB SPL. A PDP 11/34 computer was used to present the stimuli and to
control the experimental procedure in real-time. The digitized stimuli were reproduced using
a 12-bit digital-to-analog converter and were low-passed filtered at 4.8 kHz.

All subjects were tested under the same conditions. Subjects first heard a 500 msec 1000
Hz warning tone indicating that a list of words was about to be presented. Then, a list of
ten words was presented at one of five rates: one word was presented either every 250, 500,
1000, 2000, or 4000 msec. The presentation rate selected was held constant for any given
group of subjects for the entire experiment. After each list of words, another tone was pre-
sented, indicating the beginning of the recall period. Subjects had 60 seconds to recall all the
words they could. The end of the recall period was indicated by the presentation of a third
tone. Subjects were instructed to recall the words in the exact order of their presentation in
the lists. Subjects wrote their responses in specially prepaced answer booklets using pen or
pencil.

Rate of presentation and talker condition were hetween-subjects variables; word con-
fusability was a within-subjects variable. Thirty-two subjects were tested at each rate of
presentation. Half of the subjects in each group were tested with single-talker lists and half
were tested with multiple-talker lists. The same words were heard by all subjects; only the
number of talkers and the presentation rates varied between subjects. The order of presenta-
tion of words within each list varied randomly from session to session. The lists themselves
were presented in the same order in all conditions of the experiment; the presentation of lists
for each group alternated between those lists containing “easy” and those containing “hard”
words.

Results

Subjects’ responses were scored as correct if the target word or some phonetically equiva-
lent spelling of the target word was recalled in the same serial position as the items presented
in the lists. The upper panel of Figure 1 shows the percentage of correctly recalled words as
a function of :~rial position and talker condition, collapsed across presentation rate and word
confusability. The lower panel shows the percentage of correctly recalled words as a function
of serial position and word confusability, collapsed across presentation rate and talker.

Insert Figure 1 about here
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collopsed across rate and confysabllity
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Figure 1. The upper panel shows mean percentages of correctly recalled words as a function

~f serial position and talker condition. collapsed across presentation rate and word confus-

ahilitv  The lmwer panel shows mean percentages of correctly recalled words as a function of
cerial position and word confusability. collapsed across presentation rate and talker.
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A four-way analysis of variance (talker X word confusability X serial position X rate of
presentation) was conducted ¢, the percentages of correct responses. As expected, there
was a significant main effect of talker [F(1,150) = 3.98, p < .05]. Words spoken by a single
talker were recalled more accurately than words spoken by multiple talkers. In addition to
the effect of talker, Figure 1 also shows a strong main effect of serial position [F(9,1350)
= 267.00, p < .0001], reflecting the usua: U-shaped function obtained in recall tasks. A
significant two-way interaction of talker and serial position was also obtained, [F(9,1350) =
2.05, p < .05]. The differences between the single-talker and multiple-talker recall functions
tend to be larger at earlier list positions. Post-hoc Tukey’s HSD analyses were performed
on the percontages of correctly recalled words at each serial position. By these analyses,
the recall functions for single and multiple-talker lists were significantly diflerent only at
serial positions 1 and 10. The main effect of talker obtained here was smaller than the effect
reported by Martin et al. (in press). However, the main resuls of interest are obscured by
averaging over the presentation rate manipulation, as will be discussed below.

A significant main effect of word confusability was obtained [F(1,150) = 147.70, p <
.0001]. Recall of “easy” words was more accurate than recall of “hard” words at most serial
positions of the lists. There was, however, a significant two-way interaction of word con-
fusability :rial position [F(9,1350) = 8.29, p < .0001], reflecting the larger differences
between the recall functions for “easy” and “hard” words at early list positions. Post-hoc
analyses showed that accuracy of recall for “easy” and “hard” words was significantly differ-
ent at serial positions 1,2, 3, 4, 5,9, and 10.

Figure 2 shows data for the single and multiple talker conditions as a function of serial
position and rate of presentation, collapsed across word confusability. The upper panel
displays the recall functions for lists spoken by a single talker at five rates, ranging from
Very Slow to Very Fast. The lower panel displavs the recall functions for lists spoken by
multiple talkers at the same five rates.

Insert Figure 2 about here

The ANOVA revealed a significant main effect for the rate of presentation F2(4,150) =
22.56, p < .0001]. Word recall improved as the rate of presentation became slower. More
importantly, however, there was a significant three-way interac.i .n of talker, rate of pre-
sentation, and serial position [F(36,1350) = 2.23, p ~ .0001]. This interaction reflects the
tendency for the rate manipulation to affect recall of items from the primacy portions of
multiple-talker lists more than single-talker lists. As the rate of presentation changed, recall
of items from multiple talker lists was affected more than recall of items from single talker

lists.
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Figure 3 shows recall of both the “easy” and “hard” word lists as a function of serial
position and rate of presentation, collapsed a:ross talker. The upper panel displays the recall
functions for lists of “easy” words spoken at iive rates; the lower panel displays the recall
functions for lists of “hard” words spoken at five rates.

Insert Figure 3 about here

Although it is clear that the recall functions for both “easy” and “hard” words are affected
by the presentaiion rate manipulaticn, the critical three-way interaction of word confusabil-
ity, rate of presentation, and serial position was not significant in this analysis [F(36,1350)
= 1.14, p = .266]. Thus, unlike the finding obtained for the talker manipulation, changes in
rate of presentation did not differentially affect the recall of “easy” and “hard” words.

The effects of presentation rate may be seen more clearly in Figures 4 and 5. Figure 4
shows the recall functions for lists of words spoken by single and multiple talkers, collapsed
across word confusability, at each of the five presentation rates.

Insert Figure 4 about here

The interaction with rate of presentation can be seen more clearly in this figure. At
the faster rates of presentation, the accuracy of recall for single-talker lists was better than
recall for multiple-talkers lists, especially in the primacy portion of the curves. As the rate of
presentation decreases, however, the differences between the two recall functions diminishes,
and eventually reverses at the slowest rate. Indeed, at the slowest rate, recall for early list
items from the multiple-talker lists is actually better than recall for the single-talker lists.
Post-hoc analyses were conducted to compare the recall functions at all serial positions.
These analyses showed that in all conditions, with the exception of the Slow condition, the
differences obtained in the eatly list positions were statistically reliable. In the Slow condi-
tion, significant differences in recall were observed only at positions 3, 4, 5, and 6. Items from
multiple-talker lists were recalled better than items from single-talker lists. This crossover
effect is responsible for the three-way inteiaction observed between talker, rate of presenta-
tion, and serial position noted above.

Figure § shows the recall functions for lists of “easy” an¢ “hard” words, collapsed across
talker, at each rate of presentation.

Insert Figure 5 about here
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Figure 3. Mean percentages of correctly recalled words for both the “‘easy” and “hard” word
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Examination of the recall functions for “easy” and “hard” words shows that changes in
rate of presentation had comparable effects on both kinds of words. Although recall im-
proves with slower rates, the improvemert is comparable for “easy” and “hard” lists. These
results are in marked contrast to the dala shown in the previous figure. Post-hoc analyses
revealed significant differences in recall performance for “easy” and “hard” words at most
of the early list positions, and at several terminal positions as well. Accuracy of recall was
censistently better for “easy” words than for “hard” words. With respect to the rate of
presentation manipulation, Figure 5 clearly shows that while accuracy of recall varied with
rate of presentation, the changes were equivalent for both “easy” and “hard” words.

Discussion

The present study was conducted to further examine the effects of talker variability on
recall of lists of spoken words. Specifically, this study was conducted to test two alternate
explanations suggested by Martin et al. (in press) for their finding that recall was better in
the early list positions for lists spoken by a single talker than for lists spoken by multiple
talkers. One possible explanation, an encoding account, is based on the perceptual conse-
quences « talker variability. This view suggests that the initial delays that occur in word
recognition when voice information changes from trial to trial simply cascade up the system
and reduce the time and processing resources available for rehearsal of items. The second
explanation is a rehearsal account. This view suggests that, in addition to the perceptual
costs associated with talker variability, changes in the voice of the talker from item to jtem
in a word list affects the speed and efficiency of the rehearsal processes required to transfer
items from working memory into long-term memory.

To distinguish between these alternative explanations, we examined the effects of presen-
tation rate on recall of lists spoken by single and multiple talkers, and we compared these
effects to the effects of presentation rate on recall of lists of “easy” and “hard” words. Rate
of presentation was manipulated because the literature has established that presentation
rate affects recall of items in early list positions by reducing the available time for rehearsal
and transfer of items to long-term memory (e.g., Murdock, 1962; Glanzer & Cunitz, 1966).
If both talker variability and word confusability affect the accuracy of recall in the same
ways, both variables shoild have been affected equivalently by the rate manipulation. In
>ther words, if both variavles affect rehearsal processes, recall for both multiple-talker lists
and lists of “hard” words should have changed equivalently with respect to their appropriate
counterparts as the rate of presertation changed. Such a pattern of results was not obtained
in the present study; instead, we found that recall for multiple talker lists changed much
more than recall for single-talker lists following rate changes, whereas recall for lists of “hard”
words changed no more than recall for “easy” words. Indeed, we observed a SUrprising sesi-
tivity of multiple-talker lists to the rate changes— at the slowest rate of one word every four
seconds, recall of early list items for words spoken by multiple talkers was actually better
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than recall of items spoken by a single talker.

It should be noted that, although the evidence is not as impressive, there is a suggestion
in the present data that the word confusability variable may affect rehearsal processes as
well. Although the word confusabxhty variable did not interact with the rate manipulation,
the differences in recall between “easy” and “hard” lists were consistently larger at early list
positions than in lat : list positions. Similar findings were reported by Sumby (1963), who
found that recall for high frequency words was better than recall for low frequency words,
especially in early list positions. Sumby suggested that it may be easier to rehearse more
familiar words and encode them into long-term memory. Other explanations are available as
well. For example, the hypothesis we have 2xamined here regarding the perceptual costs of
talker variability may be the appropriate explanation of the larger primacy effects of word
confusability. Although the explanation now seems too simplistic to account for the effects
of talker variability on recall, it is possible that the early perceptual delays caused by “hard”
words indirectly affect rehearsal processes merely by reallocating processing resources. An-
other explanation of the larger differences between “easy” and “hard” words in carly list
positions may be based on retrieval of items from long-term memory. Because “hard” words
in this study were low frequency words with many higher frequency neighbors, it 1s more
likely that ambiguity and confusions during retrieval would cause more errors for “hard”
words t:an for “easy’ words. Whether the effects of word confusability on rehearsal are
direct or indirect is not the issue here, however. The important point is th-*, while there
is some suggestion that word confusability can affect rehearsal processes, there is now much
stronger evidence that talker variability does affect rehearsal processes. Indeed, the observed
advantage for recall of lists spoken by multiple talkers at the slowest rate suggests that voice
information is available to subjects throughout the task and that this information can be
used to encode words in long-term memory. It is likely that this information is used to
~laborate and code items for permanent storage.

The present finding that voice information affects more than simply early perceptual
encoding has precedents in the literature. As Mullennix and Pisoni (1987) and Martin et
al. (in press) have suggested, voice information may be processed in an obligatory manner,
in the sense of Fodor (1983). When subjects are listening to words spoken by many voices,
information about the different voices demands attention and processing capacities. It 1s not
clear, however, whether the majority of the processing efforts are dedicated to intentionally
ignoring voice information, or if they are allocated to encoding voice information as useful
cues for preserving order information. At slow presentation rates, the latter explanation
seems more appropriate, given the advantage observed in this study for recall of multiple-
talker lists. The issue remains unclear for the faster rates. Other researchers have reported
similar findings revealing the obligatory and persistent nature of voice information as it com-
bines with linguistic information in speech perception. For example, Cole, Coltheart, and
Allard (1974), and Allard and Henderson (1975) have found that reaction times are faster
for voice and name matches between target and probe items than for name matches alone.

338

";A l):._.
\)'c)()



Furthermore, Craik and Kirsner (1974) found that voice information remains in memory and
affects word recognition for at least two minutes. Several studies conducted by Geiselman
and his colleagues (Geiselman & Bellezza, 1976, 1977; Geiselman & Glenny, 1977; Geisel-
man & Crawley; 1983) have examined the incidental storage of speakers’ voices during the
processing of linguistic information, and have found that voice information is encoded into
long-term memory even when subjects are not instructed to attend to voices. Finally, in
a somewhat whimsical study, Kosslyn and Matt (1977) found that subjects’ knowledge of a
writer’s speaking rate can affect how quickly they read his or her prose.

Although the results of the present study strongly suggest that changes in voice informa-
tion affect the rehearsal process, as well as the early perceptual encoding of list items, our
claims could be fortified by more perceptual data. Because we have argued that both talker
variability and word confusability affect perceptual encoding but only talker information
strongly affects rehearsal, it is important to examine the relative perceptual costs of both
manipulations. It may be that for the stimulus items used in the present study, the talker
variability manipulation was far more damaging to perception than the word confusability
manipulation. If this were the case, the implications of present data would be less clear.
This is not to say the present findings would be uninteresting; the crossover effect found for
single- vs. multiple-talker lists with respect to the rate manipulation strongly suggests that
talker variability affects some aspect of the rehearsal process. However, the comparisons
made between the stimulus dimensions of talker variability and word confusability would
not be as meaningful as they would be if the perceptual consequences of both dimensions
were equivalent. To examine this, another experiment is now in progress in which we are
collecting naming latencies for the stimulus words used in the present study. Our hopes are

that the reaction time deficits caused by talker variability will approximate those caused by
“hard” words.

In summary, the present data provide support for the explanation suggested by Martin,
et al. that talker variability appears to affect recall of spoken word lists by influencing the
speed and efficiency of the rehearsal processes used to transfer items to long-term memory.
Casual observatiou and introspection suggests that humans perform most language related
tasks with equal facility, despite superficial variations in voices or other sources of variability
in the speech signal. As Martin et al. note, however, with more rigorous observation and
experimentation, we find that our casual obse:vations leave us blissfully ignorant of the
complex processes underlying even our most “simple” behaviors.

31t is interesting that in another of Geiselman’s studies (Geiselman, 1979), it was reported that subjects
can inhibit the automatic encoding of voice information when such information interferes with a primary
cognitive task. The findings of the present studyv, as well as the Martin et al. study do not seem to support
this claim. However, it is possible that tke deficits in recall for multiple-talker lists reported here could result
from inefficient use of voice information, instead of from interfering effects of voice information. Geiselman’s
(1979) finding lends support to the notion that voice information is incorporated into the memory trace for
the spoken word lists, not intentionally “stripped away” from the tokens during initial encoding.
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IV. Speech Research Laboratory Staff, Faculty, and Technical Personnel

(1/1/88 - 12/31/88)

Research Personnel:
David B. Pisoni, Ph.D, ~-----—meeue- Professoxr of Psychology and Director
Beth G. Greene, Ph.D. -----c-ccewcua- Research Scientist and Assoc. Director =
Jan Charles-Luce, Ph.D, --------u==- Research Associate {
Paul A. Luce, Ph.D, =~+=-eccccevac—-- Resaarch Associate
James V. Ralston, Ph.D. -w==-====w--- Visiting Asst. Professor of Psychology
W. Van Summers, Ph.D. -—--=~----ww--~- Research Associate
Stuart A. Davis, Ph.D. -==---==vw-u- NIH Post-doctoral Trainee
Keith A. Johnson, Ph.D. -~~+=======- NIH Post-doctoral Trainee
John W. Mullennix, Ph.D. ----=--=--- NIH Post-doctoral Trainee
Michael 5. Cluff, B.§. -~=====-=-=--- NIH Pre-doctoral Trainee
Stephen D. Goldinger, B.A. --------- Graduate Research Assistant
Mary Jo Lewellen, M. A . -------=-----=- Graduate Research Assistant
Nancy L. Lightfoot, B.A., -=----r==--- Graduats Research Assistant
John §S. Logan, B.S. --====---weomwe- Graduate Research Assistant
Heng Jie Ma, B.A. --------------mm Graduate Research Assistant
Joanne K. Marcario, B._, --—-—==----= Graduate Research Assistant
Christopher S. Martin, B.A. ----=--~ Graduate Research Assistant
Robert I. Pedlow, M.S¢. --------ve-- Graduate Ressearch Assistant
Michael A. Stokes, B.A, -~=~-=wo=n-- Graduate Research Assistant

* Also, Center for Reading and Language Studies, School of Education.
1 Now at Dept. of Communicative Disorders and Sciences, SUNY at Buffalo, Buffalo, NY'.
{ Now at Dept. of ?sychology, SUNY at Buffalo, Buffalo, NY.
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Technical Support Personnel:

Robert H. Bernacki, B.A. -~-----meux Research Analyst

Cheryl L. Blackerby ------m-ceemeu_- Administrative Secretary
Michael J. Dedina, M.5. ----—---cne- Research Programmer/Assistant *
Dennis M. Feaster, B.A. ------comeo Software Development Specialist
Jerry C. Forshee, M.A. -——--—-cee Computer Systems Analyst

Luis R. Hernandez, B.A. ----~-=-cno- Software Development Speciaiist
David A. Link ~=-=-wmcmmomm o Electronics Engineer

Gary Link --~-ccecmmme . Technical Assistant

Denise Beike ------=we-oeme_. Undergraduate Research Assistant
Lisa Jalbert -----=weememeem. Undergraduate Research Assistant
Amy Lawlor --=-----—e-emmmeme . Undergraduate Research Ass stant
Scott Lively ~~--+--ememmueme Undergraduate Research Assistant
Bridget Robinson --~w--vcmcncman._ Undergraduate Research Assistant

* Now at IBM Corporation, San Jose, CA.
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